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Abstract

Learning task-oriented dialog policies via reinforcement learning typically requires large amounts of interaction with users, which in practice renders such methods unusable for real-world applications. In order to reduce the data requirements, we propose to leverage data from across different dialog domains, thereby reducing the amount of data required from each given domain. In particular, we propose to learn domain-agnostic action embeddings, which capture general-purpose structure that informs the system how to act given the current dialog context, and are then specialized to a specific domain. We show how this approach is capable of learning with significantly less interaction with users, with a reduction of 35% in the number of dialogs required to learn, and to a higher level of proficiency than training separate policies for each domain on a set of simulated domains.

1 Introduction

Conversational systems provide a seamless interaction mechanism for users, allowing them to explore the capabilities of the system without the need to learn specialized instructions. In particular, task-oriented dialog systems have the goal of helping users achieve their goals in a particular domain. For example, a user may want to find a restaurant of a particular cuisine in a certain area of town, or figure out which bus to take to get from one place to another. Traditionally, these tasks have been modelled as slot-filling problems, and dialog policies have been hand-crafted for the system to respond to each foreseeable conversation context. In recent years, researchers have focused on using machine learning (ML) techniques for automatically learning such policies [Gao et al., 2019]. Although ML has been shown to substantially improve the quality of dialog systems, it comes at the cost of needing vast amounts of data, which has unfortunately prevented its widespread adoption by industry practitioners.

As a solution to this problem, several recent efforts have leveraged data from multiple dialog domains in order to reduce the amount of data required for each specific domain. A large majority of these approaches have focused on learning to imitate policies from ground-truth actions observed in a dialog corpus using supervised learning techniques. The downside of this type of imitation learning is that the quality of the learned policy is bounded by the quality of the policy used to collect the data, which is often suboptimal. On the other hand, learning the policy via reinforcement learning (RL) would allow the agent to surpass the quality of the policy used to generate the corpus.
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We propose a multi-domain learning approach to learning dialog policies via RL. The core idea of our approach is to automatically learn a set of action embeddings that can be re-used across all the various domains. Ideally, such embeddings can help accelerate the learning process of the RL agent by discovering some hidden structure common to all domains. Intuitively, this structure can indicate simple relations like the need to find out the values for all slots in a slot-filling task, or more complex ones like how much noise to tolerate before requesting confirmation for a slot value.

Our approach is fully neural-based, where each component of the dialog system is represented by a neural network. Each component is trained separately, in order to avoid interference between the modules, but the proposed architecture could be trained end-to-end without modifications. We evaluate our method in two multi-domain settings: batch multi-task learning and transfer learning. We show that our method is capable of learning more quickly than the single-domain approach, requiring 35% less interaction with users on average, and also achieves higher final performance.

2 Related work

Recent years have seen a steep increase in the amount of work on applying ML techniques to the problem of conversational systems. In this section, we review connections to work closest to ours. We focus on approaches for tackling task-oriented conversational systems and omit those addressing open-domain agents, as they require considerably different methods. We refer readers to relevant surveys for a comparison of methods from the two settings [Gao et al., 2019, Chen et al., 2017].

The primary approach to leveraging data for learning task-oriented dialog policies is to directly mimic policies from dialog corpora [Shu et al., 2018, Williams et al., 2017, Bordes et al., 2017, Lipton et al., 2018]. In this setting, the system operates under the assumption that the policy used for data collection is optimal for (or at least proficient at) the task at hand, and treats the actions in the corpus as ground-truth labels for the action to take given the context of the dialog. Then, the problem reduces to selecting how to model the state of the conversation and the connection between the state and the action. Most recent methods use deep neural network architectures for these models [Gao et al., 2019, Bordes et al., 2017, Qian and Yu, 2019, Zhao and Eskenazi, 2018]. The key idea is that each module in a conversational system can be represented by a neural network, and the overall model can be constructed by stacking the modules one after the other. Training all models jointly introduces potential interference between the different modules and typically requires larger amounts of data, but it is possible to train models with less supervision, as intermediate labels are not required. On the contrary, training them separately can be done with less data, but the data must be properly annotated with labels for each module. In this work, we focus on the latter technique because our focus is on reducing the data requirements, but our proposed architecture could also be trained via the former.

The main disadvantage of training the system via supervised labels is the assumption of optimality of the underlying policy. Specifically, supervised learning assumes access to the correct action, and so it is not possible for the system to learn a policy better than the observed one. One alternative is for the system to autonomously find the optimal policy via RL, explicitly training to maximize its proficiency regardless of the quality of the policy in the given data set [Zhao and Eskenazi, 2016, Fazel-Zarandi et al., 2017, Zhou et al., 2017, Lipton et al., 2018, Kim et al., 2014]. Most current RL algorithms are applicable to models with the architecture described for supervised learning, so the design of the system can leverage work from the supervised setting. In fact, it is possible to initialize the policy for RL training via supervised learning [Liu et al., 2017]. The biggest hurdle to overcome in training such systems via RL is the requirement for vast amounts of interaction with users.

A recently proposed solution to reduce the amount of data required to train a dialog system is to leverage data from across different dialog domains. In the simplest setting, a multi-domain architecture can be constructed to track the state of the dialog, which has typically been achieved by training neural networks with certain parameters shared across all domains and certain domain-specific parameters [Shah et al., 2019, Liu and Lane, 2017, Rastogi et al., 2017]. Once the state of the dialog is tracked, domain-specific policies can be trained on the resulting state. However, note that this method only allows the system to leverage the multi-domain structure for finding the state representation, but fails to exploit commonalities between the ways to act in different domains.

A better approach is to learn a dialog agent’s policy for multiple domains [Vlasov et al., 2018], potentially in an end-to-end fashion [Qian and Yu, 2019, Zhao and Eskenazi, 2018, Lee, 2017].
We begin by formalizing dialog policy learning as an RL problem. Then, we extend our definition to work on multi-domain RL for dialog policies is substantially more sparse. A majority of efforts in this setting have either used shallow learning methods, which are not capable of handling arbitrary state representations [Gasic et al., 2013, 2017; Wang et al., 2015], or have focused on the setting where different domains share a significant subset of the slots and actions, and so parts of the policy can be directly shared across domains [Chen et al., 2018]. All these methods heavily rely on hand-specified connections across domains. On the contrary, our proposed solution is designed to handle arbitrary domains, with no a priori knowledge of the connections between them. These connections are automatically found by our algorithm in the form of hidden action embeddings, vectors that capture a domain-agnostic representation of the optimal action to take at the current state of the dialog.

Another related, but distinct, problem that has received attention in recent years is that of learning across domains. This turns out to be crucial for our architecture design, as we will see in Section 4, where the actions, rewards, and transitions domain-dependent, but insist that the observation space be shared across domains. The first step towards solving any problem via RL is constructing a Markov decision process (MDP), which the agent can make decisions. In dialog learning, these observations should capture the entire context of the conversation in order to satisfy the Markov assumption. A is the set of actions the system can execute. These actions could be, for example, dialog acts, like querying the user for the type of food he or she is looking for. r: S \rightarrow \mathbb{R} is the reward function that indicates how good or bad a particular state is. A prototypical example of a reward for dialog policy learning is a small negative reward for every step and a large positive reward for the final state in a successful execution of the task. T: S \times A \times S \rightarrow [0, 1] is the transition probability function, which indicates the likelihood of encountering a given observation after executing an action from a given observation. In a conversational setting, this transition function is highly stochastic, and is determined by the user. Given an MDP, the goal of the agent is to learn a policy \( \pi_\theta \) that optimizes the long term rewards \( R = \sum_{t=0}^{\infty} \gamma^t r(s_t) \). The discount factor \( \gamma \) of the MDP prescribes a trade-off between immediate and future rewards. The policy \( \pi_\theta: S \times A \rightarrow [0, 1] \), parameterized by a vector \( \theta \), stochastically dictates the agent’s behavior, by specifying the probability of taking each action at any given state. As such, the objective of our learning problem reduces to finding the optimal set of parameters \( \theta \) to yield a policy that maximizes the long-term rewards \( R^2 \).

3 The multi-domain dialog policy learning problem

We begin by formalizing dialog policy learning as an RL problem. Then, we extend our definition to the multi-domain setting and explicitly state two multi-domain problem variants.

3.1 Dialog policy learning via RL

The first step towards solving any problem via RL is constructing a Markov decision process (MDP), given by a tuple \( \mathcal{M} = (S, A, r, T, \gamma) \). \( S \subseteq \mathbb{R}^n \) is the observation space, the set of inputs based upon which the agent can make decisions. In dialog learning, these observations should capture the entire context of the conversation in order to satisfy the Markov assumption. \( A \subseteq \mathbb{N} \) is the set of actions the system can execute. These actions could be, for example, dialog acts, like querying the user for the type of food he or she is looking for. \( r: S \rightarrow \mathbb{R} \) is the reward function that indicates how good or bad a particular state is. A prototypical example of a reward for dialog policy learning is a small negative reward for every step and a large positive reward for the final state in a successful execution of the task. \( T: S \times A \times S \rightarrow [0, 1] \) is the transition probability function, which indicates the likelihood of encountering a given observation after executing an action from a given observation. In a conversational setting, this transition function is highly stochastic, and is determined by the user. Given an MDP, the goal of the agent is to learn a policy \( \pi_\theta \) that optimizes the long term rewards \( R = \sum_{t=0}^{\infty} \gamma^t r(s_t) \). The discount factor \( \gamma \) of the MDP prescribes a trade-off between immediate and future rewards. The policy \( \pi_\theta: S \times A \rightarrow [0, 1] \), parameterized by a vector \( \theta \), stochastically dictates the agent’s behavior, by specifying the probability of taking each action at any given state. As such, the objective of our learning problem reduces to finding the optimal set of parameters \( \theta \) to yield a policy that maximizes the long-term rewards \( R^2 \).

3.2 Multi-domain dialog policy learning

Based on our definition for dialog policy learning, we frame our multi-domain problem as multi-task RL. In particular, we assume our agent will face a set of tasks \( \{\mathcal{M}^{(1)}, \mathcal{M}^{(2)}, \ldots, \mathcal{M}^{(N_{max})}\} \), each corresponding to a different dialog domain: \( \mathcal{M}^{(i)} = (S, A^{(i)}, r^{(i)}, T^{(i)}, \gamma) \). We deliberately make the actions, rewards, and transitions domain-dependent, but insist that the observation space be shared across domains. This turns out to be crucial for our architecture design, as we will see in Section 4.

\(^2\)Note that we are considering parametric policy learning, but we could similarly parameterize a value function in order to use value-based learning algorithms.
but we note that it does not impose restrictions on the domains, but rather on the architecture of the state tracking module. The goal of the agent is then to find a set of parameters $\theta$ that yields a set of policies $\{\pi^{(1)}_\theta, \pi^{(2)}_\theta, \ldots, \pi^{(N_{max})}_\theta\}$ that perform well on their corresponding domains.

This definition allows us to consider various modalities of multi-domain learning. We review the two that we will evaluate in our experiments, batch multi-task and transfer learning, but our framework is more general and can also accommodate other modalities, such as continual or lifelong learning.

**Batch multi-task learning.** In the simplest setting of batch multi-task learning (MTL), we assume that the agent encounters all domains simultaneously, and its goal is to optimize the average performance across all of them. The learning objective is then to maximize the average long-term rewards

$$\frac{1}{N_{max}} \sum_{t=1}^{N_{max}} R^{(t)}.$$  

This problem setting corresponds to a frequently encountered situation in which a new conversational system for handling multiple domains is being designed, and the creators wish to leverage limited data available from each of the domains.

**Transfer learning.** Similarly, we consider what happens if the system designers now want to add a new domain to their previously deployed system. Ideally, they would be able to leverage any structure learned from the initial set of domains in order to quickly learn the new one. This is the problem addressed by transfer learning (TL), where the data from a set of source domains is used in order to improve the performance on a target domain with limited data

In this situation, the objective becomes to optimize the performance on the new domain $R^{(N_{max}+1)}$ with the limited amount of data available, by exploiting the structure learned from training on tasks $1, 2, \ldots, N_{max}$.

4 Multi-domain transfer via action embeddings

We now present our model architecture for training the multi-domain policies, and then detail the training procedures used for the two problem settings: MTL and TL.

4.1 Multi-domain policy architecture

The first step in constructing the MDP for each domain is crafting the observation space. For our multi-domain problem, we have two requirements: 1) the observations must capture the current state of the conversation, and 2) the space must be common to all domains. We achieve this by training a

---

4 Recent literature refers to a setting closely matching this one with the term *meta-learning*. Even though subtle distinctions separate the two, we consider them a single framework for the purposes of this work.
Figure 2: Multi-domain policy model. The input space is common to all domains. An action embedding layer is trained to detect commonalities in how to act for each domain. Separate actions heads are used for each domain, and selected actions are then grounded on the specific slot values.

neural dialog state tracker (DST) as shown in Figure 1. In summary, the concatenated text from the user’s utterance and the previous system’s utterance are used as inputs, which are then passed through consecutive word, utterance, and dialog embedding layers. The dialog embedding layer synthesizes all the information from the dialog history at any given point, and thus is used as the observation for the RL module. In order to train this system, we add an additional hidden layer common to all domains, and add separate classification heads for the slot values of each of the domains. Training is done in a supervised MTL fashion using the average cross-entropy loss across domains and slots, selecting the relevant head based on ground-truth task indicators.

Given a trained DST module, we design our policy model as presented in Figure 2. As mentioned before, the input to the policy module is the dialog embedding layer from the DST. The input is passed through an action embedding layer. This layer, shared across all domains, is the central piece of our model. It autonomously learns the relations between the different policies required to solve the various tasks. Crucially, this is substantially different from the majority of approaches to multi-domain dialog learning, which limit the sharing of information to state tracking and disregard the potential benefits of sharing information about how to act. In our experiments, the action embedding layer is a simple fully connected layer, trained jointly with the rest of the network. Based on the task indicator, the relevant action selection head is picked. Given a chosen action, the dialog acts are grounded based on the DST output and passed through an off-the-shelf natural language generator (NLG).

4.2 Multi-domain policy training via RL

The specific method for training the model above varies depending on the exact problem setting. However, for all of them, it is possible to select a base learning algorithm that is wrapped around by a higher level multi-domain method. We use trust region policy optimization (TRPO) [Schulman et al., 2015] for our experiments, as it is one of the strongest and most stable policy learning methods available. Note that it would be possible to similarly train our model with any other policy learning algorithm. It would also be possible to do so with value-based learning approaches (e.g., deep Q-networks [Mnih et al., 2015]), but these do not incorporate exploration explicitly in the policy model, which is necessary for accelerating learning based on parameter sharing.

More concretely, assume that we use a policy gradient algorithm whose gradient estimate for the cost function of task $t$ is $g^{(t)}$. With this, in the MTL case, the aggregate gradient for all tasks is $\frac{1}{N_{\text{max}}} \sum_{t=1}^{N_{\text{max}}} g^{(t)}$. In practice, this means that, for every training iteration, we must obtain data for all $N_{\text{max}}$ tasks and compute their gradients, and then average them in order to obtain the gradient for the aggregate cost. In the TL case, a simple solution is to use the MTL formulation to train a network.
Table 1: Summary of the SimDial data set [Zhao and Eskenazi, 2018]. User slots are informed by the user and system slots by the agent. Slot values are the number of values that each user slot can take.

<table>
<thead>
<tr>
<th>Domain</th>
<th># User slots</th>
<th># Slot values</th>
<th># System slots</th>
<th>Avg. length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus</td>
<td>3</td>
<td>13, 13, 30</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Movie</td>
<td>3</td>
<td>15, 7, 10</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Rest</td>
<td>Rest_slot</td>
<td>2</td>
<td>11, 13</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Rest_style</td>
<td>2</td>
<td>11, 7</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2: Slot tracking accuracy of the MTL DST on each domain. Joint accuracy is measured by only considering an instance as correctly tracked if all slot values were predicted correctly.

<table>
<thead>
<tr>
<th>Joint accuracy</th>
<th>Bus</th>
<th>Movie</th>
<th>Rest</th>
<th>Rest slot</th>
<th>Rest style</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>69.58%</td>
<td>79.43%</td>
<td>86.66%</td>
<td>85.26%</td>
<td>88.08%</td>
<td>87.34%</td>
</tr>
</tbody>
</table>

that works well on the first $N_{max}$ tasks, and then use the resulting network as initialization for the $(N_{max} + 1)$-th task. Note that, in both cases, since the final layer is completely domain-specific, the action selection portion of the network for each task is trained only on the gradient for that task. More critically, in the TL case, the initial network only contains some hidden representation, in the form of action embeddings, for solving the task, but the initial policy itself is completely random.

5 Experimental results

We evaluated our proposed algorithm using the simulated data set SimDial [Zhao and Eskenazi, 2018]. The data set, originally constructed for end-to-end dialog generation, consists of six task-oriented dialog domains: bus, movie, weather, restaurant, restaurant-slot, and restaurant-style. Restaurant-slot differs from restaurant in that the slot values are different, and restaurant-style uses different NLG templates for generating the dialogs. In our experiments, we did not exploit this knowledge for training our multi-domain methods, but instead allowed them to discover the relations autonomously.

5.1 Dialog state tracking

The first step for training our RL agent is to train a DST model to use for the RL module’s observations. For this, we used the original SimDial data set, which consists of 2,000 training/validation dialogs and 500 test dialogs per domain. We held out 400 dialogs for validation from each domain, and trained the model in a batch MTL fashion. Additional details on the data set are presented in Table 1.

In order to train the DST, we used the architecture from Figure 1. We used word embeddings of 400 neurons, utterance embeddings of 300 neurons with bidirectional long short-term memory (bi-LSTM), dialog embeddings of 200 neurons with regular LSTM, and a dense layer of 200 neurons. All hidden layers were transformed with rectified linear (ReLU) activation. Results using this architecture are presented in Table 2, which shows the joint test accuracy across all slots on each domain.

5.2 Multi-domain RL

Once the model for DST was trained, we finalized our construction of the MDP. As mentioned in Section 4.1, the observations came from the hidden state of the dialog-level LSTM in the DST module. The actions were request, confirm, and inform, for each relevant slot in each domain. Note that, even though the three restaurant domains shared the slots (albeit with different specific values in the restaurant-slot domain), we did not explicitly encode this in our model, letting each domain have a separate action prediction head. In practice, this means that our model had to autonomously discover these relations across the domains. As mentioned in Section 3.1, the transition function is determined by the user. We leveraged the simulator used to construct the SimDial data set to simulate users. We imposed a maximum length of 15 turns per dialog. Finally, the reward function was chosen to be $-1$ for every step taken, to encourage the agent to quickly solve the user’s requests, and $+30$ at the final step for satisfying the user’s overall goal. An example user goal is to find a Chinese restaurant in
Table 3: Dialog policy success rate on the SimDial simulator. Both multi-domain variants learn with considerably fewer interactions than single-domain TRPO, and achieve consistently better performance after convergence. Standard errors reported after the ±

<table>
<thead>
<tr>
<th>Domain</th>
<th>Algorithm</th>
<th>Success @ 2k</th>
<th>Dialogs &gt; Rule-based</th>
<th>Success @ 10k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus</td>
<td>Rule-based</td>
<td>56±2%</td>
<td>1680±163</td>
<td>52.8±0.5%</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>79±2%</td>
<td>1290±84</td>
<td>84.1±0.7%</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>63±2%</td>
<td>1270±76</td>
<td>83.9±0.3%</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>62±2%</td>
<td>1270±76</td>
<td>83.9±0.3%</td>
</tr>
<tr>
<td>Movie</td>
<td>Rule-based</td>
<td>42±2%</td>
<td>2520±154</td>
<td>49.9±0.3%</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>59±2%</td>
<td>1520±75</td>
<td>87.6±1.1%</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>58±2%</td>
<td>1570±96</td>
<td>84.2±0.7%</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>71±2%</td>
<td>1710±97</td>
<td>92.5±0.3%</td>
</tr>
<tr>
<td>Rest slot</td>
<td>Rule-based</td>
<td>57±2%</td>
<td>2560±175</td>
<td>69.3±0.5%</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>67±2%</td>
<td>1970±120</td>
<td>92.9±0.5%</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>70±2%</td>
<td>1860±89</td>
<td>93.6±0.4%</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>65±2%</td>
<td>1710±97</td>
<td>92.5±0.3%</td>
</tr>
<tr>
<td>Rest</td>
<td>Rule-based</td>
<td>50±2%</td>
<td>3120±168</td>
<td>68.8±0.3%</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>67±2%</td>
<td>1970±120</td>
<td>92.9±0.5%</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>65±2%</td>
<td>2020±82</td>
<td>90.6±0.7</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>71±2%</td>
<td>1710±97</td>
<td>92.5±0.3%</td>
</tr>
<tr>
<td>Rest style</td>
<td>Rule-based</td>
<td>51±2%</td>
<td>3130±183</td>
<td>68.3±0.4%</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>69±2%</td>
<td>1710±91</td>
<td>92.4±0.5%</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>56±2%</td>
<td>1910±120</td>
<td>90.5±0.6%</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>79±2%</td>
<td>1840±94</td>
<td>77.6±0.4</td>
</tr>
<tr>
<td>Weather</td>
<td>Rule-based</td>
<td>78±1%</td>
<td>1840±94</td>
<td>77.6±0.4</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>85±1%</td>
<td>1170±79</td>
<td>95.0±0.4%</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>83±3%</td>
<td>1240±124</td>
<td>95.2±0.4%</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>83±3%</td>
<td>1240±124</td>
<td>95.2±0.4%</td>
</tr>
<tr>
<td>Average</td>
<td>Rule-based</td>
<td>—</td>
<td>—</td>
<td>64.5±0.2%</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>56±1%</td>
<td>2475±91</td>
<td>88.2±0.2%</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>69±1%</td>
<td>1587±47</td>
<td>91.0±0.3%</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>68±1%</td>
<td>1620±39</td>
<td>89.5±0.3%</td>
</tr>
</tbody>
</table>

New York and get the price range of the restaurant. Note that the system acts are transmitted directly to the user simulator, so that the NLG does not play a role in determining the success of the task.

As a first baseline, we used the policy that generated the SimDial corpus, without implicit confirmation actions, as these were only executed in combination with another action (e.g., requesting an additional value) and RL agents are not capable of handling multiple simultaneous actions. Note that this is a powerful baseline, as 1) it receives ground-truth user actions to use for state tracking, and 2) the user simulator was designed specifically to work in conjunction with this policy. For a second baseline, we trained separate TRPO agents with the same architecture from Figure 2 for each domain. The action embedding layer was fixed to 100 neurons. We ran a grid search to select the optimal hyper-parameters for TRPO in terms of success rate after 10,000 dialogs of training. In particular, we optimized over the number of dialogs per iteration, from {10, 20, 50, 100, 200, 500, 1000}, and the maximum KL divergence between consecutive policies, from {0.001, 0.003, 0.005, 0.01, 0.03, 0.05, 0.1, 0.3, 0.5}. We kept this architecture and hyper-parameters fixed for our MTL and TL methods, forgoing potential additional benefits of tuning the hyper-parameters specifically for them in favor of simplicity. MTL training was done on all domains simultaneously, while TL training was done in a leave-one-out fashion, using each domain in turn as the target domain.

Table 3 contains comparisons of the success rates of policies trained via MTL and TL against our baselines, averaged over 10 random seeds. The first column shows the performance of all methods after only 2,000 dialogs with users in each domain, where our MTL and TL methods substantially outperformed the single-domain baseline by an average of 23% and 21%, respectively. The second column shows the number of dialogs that were needed, on average, to outperform the rule-based baseline. This is a crucial metric, as the rule-based policy is quite a strong baseline given that it was designed by the creators of the data set in conjunction with the user simulator. In both multi-domain
Table 4: Average length of learned dialogs on the SimDial simulator. The multi-domain methods not only have a higher success rate, but are also faster in solving the user’s queries than single-domain TRPO. Standard errors reported after the ±.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Algorithm</th>
<th>Length @ 2k</th>
<th>Dialogs &lt; Rule-based</th>
<th>Length @ 10k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus</td>
<td>Rule-based</td>
<td>—</td>
<td>1010 ± 68</td>
<td>9.30 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>11.9 ± 0.2</td>
<td>910 ± 90</td>
<td>9.03 ± 0.10</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>11.6 ± 0.1</td>
<td>900 ± 55</td>
<td>9.09 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>11.5 ± 0.1</td>
<td>—</td>
<td>±</td>
</tr>
<tr>
<td>Movie</td>
<td>Rule-based</td>
<td>—</td>
<td>1790 ± 134</td>
<td>9.81 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>12.8 ± 0.1</td>
<td>1200 ± 49</td>
<td>9.31 ± 0.13</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>11.9 ± 0.2</td>
<td>1210 ± 94</td>
<td>9.57 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>11.9 ± 0.1</td>
<td>—</td>
<td>±</td>
</tr>
<tr>
<td>Rest slot</td>
<td>Rule-based</td>
<td>—</td>
<td>2100 ± 144</td>
<td>8.12 ± 0.09</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>11.6 ± 0.2</td>
<td>1520 ± 102</td>
<td>7.70 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>10.6 ± 0.2</td>
<td>1550 ± 72</td>
<td>7.79 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>10.5 ± 0.2</td>
<td>—</td>
<td>±</td>
</tr>
<tr>
<td>Rest</td>
<td>Rule-based</td>
<td>—</td>
<td>2460 ± 141</td>
<td>8.50 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>12.1 ± 0.2</td>
<td>1720 ± 91</td>
<td>7.97 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>10.9 ± 0.2</td>
<td>1810 ± 108</td>
<td>8.14 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>10.8 ± 0.2</td>
<td>—</td>
<td>±</td>
</tr>
<tr>
<td>Rest style</td>
<td>Rule-based</td>
<td>—</td>
<td>2680 ± 155</td>
<td>8.41 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>12.1 ± 0.2</td>
<td>1510 ± 102</td>
<td>8.00 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>10.5 ± 0.2</td>
<td>1750 ± 162</td>
<td>8.21 ± 0.09</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>10.8 ± 0.2</td>
<td>—</td>
<td>±</td>
</tr>
<tr>
<td>Weather</td>
<td>Rule-based</td>
<td>—</td>
<td>1490 ± 100</td>
<td>6.62 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>9.9 ± 0.2</td>
<td>910 ± 41</td>
<td>6.46 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>8.7 ± 0.1</td>
<td>1010 ± 75</td>
<td>6.71 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>9.0 ± 0.3</td>
<td>—</td>
<td>±</td>
</tr>
<tr>
<td>Average</td>
<td>Rule-based</td>
<td>—</td>
<td>1922 ± 76</td>
<td>8.46 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>TRPO</td>
<td>11.7 ± 0.1</td>
<td>1295 ± 42</td>
<td>8.08 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>TRPO MTL</td>
<td>10.7 ± 0.1</td>
<td>1372 ± 50</td>
<td>8.25 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>TRPO TL</td>
<td>10.8 ± 0.1</td>
<td>—</td>
<td>±</td>
</tr>
</tbody>
</table>

cases, we saw a reduction of approximately 35% in the number of dialogs needed to outperform the baseline. Finally, we provide the performance after 10,000 dialogs per domain, at which time all methods had already converged. Even after the single-domain method was allowed to see sufficient dialogs to converge, the MTL and TL methods outperformed it by 3.2% and 1.5%, respectively. The results on Table 4 show that the same analysis also applies to the length of the dialogs generated by our policy, which was consistently more efficient at solving the user’s queries than the baselines.

6 Conclusions

We proposed the use of domain-agnostic action embeddings for accelerating the learning of task-oriented dialog policies via RL. Intuitively, these action embeddings autonomously discover how policies for acting in different domains relate to each other. We showed how our approach is capable of more quickly and more effectively learning to solve the problem than learning separate domain-specific policies in our evaluation on the SimDial data set.

In this work, we explored two different modalities for training the multi-domain policies: batch multi-task learning and transfer learning. In future work, we plan to explore how to train these policies in a continual learning setting, where domains are encountered by the system sequentially. Another interesting direction would be to extend current meta-learning algorithms to the multi-domain setting, where the output space is not shared across different domains, as is the case in dialog systems. Doing so could potentially further accelerate the learning in the transfer setting explored here. One additional line of work would be exploring how much additional benefit could be obtained by pre-training the policies via supervised learning.
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