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Our Contribution

Binary Symmetric Channel (BSC)

Ø Narrowband Communication: NB-IoT, eMCT
IoT devices 1.5 billion by 2021

170 dB coupling loss
-13 dB effective SNR
Capacity      0.03

Ø Wideband Communication: mm-Wave
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Low-capacity Regime

Ø Formally:                                  
Ø Informally:  := nC = o(n)

Challenges

Ø In the moderate-capacity regime [1]:

Ø There are numerically off estimates and neglected 
significant terms in the low-capacity regime. 

log2 M
⇤(n, pe) = nC �

p

nV Q�1(pe) +O(log2 n)

Ø Non-asymptotic laws for the low-capacity BEC, BSC
Ø Practical code design for the low-capacity regime             

Ø In mod-cap regime:  moderate     e.g.,        0.3, 0.6 

Gaussian convergence laws

Ø In low-cap regime: high     e.g.,        0.95, 0.99 
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Rare information          Poisson convergence laws                                 

Binary Erasure Channel (BEC)
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Practical Code Design
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Figure 1: Comparison for low-capacity BEC (top plots) and BSC (bottom plots). The number of information bits is k = 40 and
the target error probability is pe = 10�2. Each plot on the right is a “normalized” version of its left counterpart, i.e. all the
blocklengths n in the left plot are normalized by the value of the lower bound and are plotted in the right. Also, for each of the
plots on the right we we have used the same legend entries as their left counterpart. The upper bound in the bottom plots (for
BSC) is based on the known Random coding union bound (for instance, see [9, Corollary 39]) and the lower bound is coming
from a general tight converse bound for BSC [9, Theorem 40].

performance of polar codes is also plotted in Figure 1.
Figure 2 compares the performance of polar codes with re-

peated LTE Turbo codes over the binary-input additive white
Gaussian channel. Here, we intend to send k = 40 informa-
tion bits. The polar-CRC code has length 8192, and the Turbo-
repetition scheme has the (120, 40) mother code of rate 1/3 as
the outer code which is repeated 68 times (the total length is
68 ⇥ 120 = 8160). In the considered (8192, 40) polar code, a
repetition factor of 4 is implicitly enforced by the construction,
as predicted by Theorem 6. Hence, the polar coding scheme is
actually a (2048, 40) polar code with 4 repetitions. We note
from Section I that repetition of the LTE code for data chan-
nel, in this case the Turbo code of rate 1/3, is the proposed
code design in the NB-IoT standard. For these two choices of
code designs, the block error probability is plotted with respect
to Eb/N0 in Figure 2. As we see from the figure, the water-
fall region of Turbo-repetition is almost 4 dB away from that
of the polar code. This is mainly due to the many repetitions
that must be invoked in the repeated Turbo code to provide the
low rate design. Consequently, this results in capacity loss and
significantly degraded performance for Turbo-repetition scheme
comparing to a code carefully designed, both in terms of con-
struction as well as the number of repetitions, for the total length
8192, such as the considered polar code.
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Figure 2: Comparison for low-capacity BAWGN between polar
codes and Turbo-repetition codes. The number of information
bits is k = 40 and the total length is n = 8192. The Shannon
limit for this setting is �4.75 dB.
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Figure 1: Comparison for low-capacity BEC (top plots) and BSC (bottom plots). The number of information bits is k = 40 and
the target error probability is pe = 10�2. Each plot on the right is a “normalized” version of its left counterpart, i.e. all the
blocklengths n in the left plot are normalized by the value of the lower bound and are plotted in the right. Also, for each of the
plots on the right we we have used the same legend entries as their left counterpart. The upper bound in the bottom plots (for
BSC) is based on the known Random coding union bound (for instance, see [9, Corollary 39]) and the lower bound is coming
from a general tight converse bound for BSC [9, Theorem 40].
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Figure 2: Comparison for low-capacity BAWGN between polar
codes and Turbo-repetition codes. The number of information
bits is k = 40 and the total length is n = 8192. The Shannon
limit for this setting is �4.75 dB.
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Figure 1: Comparison for low-capacity BEC (top plots) and BSC (bottom plots). The number of information bits is k = 40 and
the target error probability is pe = 10�2. Each plot on the right is a “normalized” version of its left counterpart, i.e. all the
blocklengths n in the left plot are normalized by the value of the lower bound and are plotted in the right. Also, for each of the
plots on the right we we have used the same legend entries as their left counterpart. The upper bound in the bottom plots (for
BSC) is based on the known Random coding union bound (for instance, see [9, Corollary 39]) and the lower bound is coming
from a general tight converse bound for BSC [9, Theorem 40].
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Figure 2: Comparison for low-capacity BAWGN between polar
codes and Turbo-repetition codes. The number of information
bits is k = 40 and the total length is n = 8192. The Shannon
limit for this setting is �4.75 dB.
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Figure 1: Comparison for low-capacity BEC (top plots) and BSC (bottom plots). The number of information bits is k = 40 and
the target error probability is pe = 10�2. Each plot on the right is a “normalized” version of its left counterpart, i.e. all the
blocklengths n in the left plot are normalized by the value of the lower bound and are plotted in the right. Also, for each of the
plots on the right we we have used the same legend entries as their left counterpart. The upper bound in the bottom plots (for
BSC) is based on the known Random coding union bound (for instance, see [9, Corollary 39]) and the lower bound is coming
from a general tight converse bound for BSC [9, Theorem 40].
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Figure 2: Comparison for low-capacity BAWGN between polar
codes and Turbo-repetition codes. The number of information
bits is k = 40 and the total length is n = 8192. The Shannon
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blocklengths n in the left plot are normalized by the value of the lower bound and are plotted in the right. Also, for each of the
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BSC) is based on the known Random coding union bound (for instance, see [9, Corollary 39]) and the lower bound is coming
from a general tight converse bound for BSC [9, Theorem 40].
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Ø Current standards use repetition + some off-the-
shelf moderate-rate codes like Turbo codes/ LDPC. 

Ø Using iterative codes + repetition results in 
mediocre performances.

Ø Polar codes implicitly apply the optimal repetition 
length. We obtain this optimal length as below.                               
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Ø We use RCU bound [1] to derive M1 and raw BEC 
converse bound [1] to derive M2 .
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