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Abstract

Over the last 13 years, traumatic brain injury (TBI) has affected over 230,000 U.S. service members through the conflicts

in Iraq and Afghanistan, mostly as a result of exposure to blast events. Blast-induced TBI (bTBI) is multi-phasic, with the

penetrating and inertia-driven phases having been extensively studied. The effects of primary blast injury, caused by the

shockwave interacting with the brain, remain unclear. Earlier in vivo studies in mice and rats have reported mixed results

for primary blast effects on behavior and memory. Using a previously developed shock tube and in vitro sample receiver,

we investigated the effect of isolated primary blast on the electrophysiological function of rat organotypic hippocampal

slice cultures (OHSC). We found that pure primary blast exposure inhibited long-term potentiation (LTP), the electro-

physiological correlate of memory, with a threshold between 9 and 39 kPa$ms impulse. This deficit occurred well below a

previously identified threshold for cell death (184 kPa$ms), supporting our previously published finding that primary blast

can cause changes in brain function in the absence of cell death. Other functional measures such as spontaneous activity,

network synchronization, stimulus-response curves, and paired-pulse ratios (PPRs) were less affected by primary blast

exposure, as compared with LTP. This is the first study to identify a tissue-level tolerance threshold for electrophysio-

logical changes in neuronal function to isolated primary blast.
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Introduction

Traumatic brain injury (TBI) has been considered the sig-

nature injury of the U.S. military operations in Iraq and Af-

ghanistan for more than a decade.1 In 2014 alone, there were 24,833

identified cases of TBI within the four branches of the U.S. military,

with 83.8% of these cases being mild in severity.2 The biome-

chanics of blast-induced injury are complex but classified into four

mechanisms: primary blast due to the interaction of the supersonic

shockwave with biological tissues; secondary blast due to ejecta

causing penetrating injuries; tertiary blast due to blunt impact or

rapid acceleration/deceleration leading to injurious deformation

within the brain; and quaternary blast due to remaining mechanisms

including burning, poisoning, infection, and electromagnetic

waves.3,4 Although the mechanisms and consequences of brain de-

formation, the mechanism of tertiary injury, are well-studied,5,6 the

existence and pathobiology of TBI due to primary blast injury remain

controversial.

Animal studies investigating the effects of primary blast injury

have produced conflicting results. Some studies report reduced

motor function in the rotarod test following primary blast7–9;

however, others have reported no decline in motor skills from

primary blast.10–12 Similar discrepancies appear for cognition, as

well. Following blast exposure, cognitive performance in the

Morris water maze significantly decreased in some studies,10,13 but

not in others.11,12 These mixed results may be due to the large range

of blast-induced TBI (bTBI) models in use today in which many

critical factors are not standardized, including injury biomechanics

(e.g., the head acceleration during blast exposure is often not

measured14), thorax protection, scaling of the blast magnitude and

duration, and orientation of the subject to the blast wave.10,11,15,16

It remains unclear whether isolated primary blast affects neuro-

logical function. Our in vitro approach allows for the precise control

of injury biomechanics and removes the potentially confounding

influence of systemic pathophysiology (e.g., lung damage, ischemia,

etc.) and brain deformation due to blast-induced head acceleration.3

The goal of our study was to determine the minimum primary blast

exposure to produce a significant deficit in neuronal network func-

tion in the absence of cell death, that is, a tissue-level tolerance

criterion for functional deficits. We have previously characterized

our blast-injury model, which comprises a shock tube and a fluid-

filled sample receiver for exposing organotypic hippocampal slice
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cultures (OHSC) to primary blast.3,16,17 The system converts the in-

air shockwave into an in-fluid pressure transient to simulate the blast-

induced intracranial pressure wave for interaction with the brain

culture.16 Previously, in-fluid pressure transients to injure cultures

have been implemented in in vitro TBI models to simulate non-blast

loading and to replicate the loading associated with fluid percussion

injury. Those loading conditions with much longer rise times

(*5 ms) and durations (*20 ms) differed substantially from the

loading conditions of the current study.18,19 Loading conditions

employed in the current study were designed specifically to replicate

blast-loading with much faster rise-times (*0.2 ms) and shorter

durations (*3 ms).We measured changes in electrophysiological

function in OHSC with 60-channel microelectrode arrays (MEAs).

Although we have previously reported that electrophysiological

deficits occur at lower primary blast levels than cell death,3 a

threshold for functional deficits has not been reported. In this study,

we report that a shockwave produced subtle changes in neuronal

network function. However, long-term potentiation (LTP) was sig-

nificantly impaired or eliminated following primary blast exposure

of 9 and 39 kPa$ms impulse, respectively. Determining a tolerance

threshold could be used to increase safety during military training,

as well as improve helmet technology to better protect military

personnel.

Methods

Organotypic hippocampal slice culture

All animal procedures were approved by the Columbia Uni-
versity Institutional Animal Care and Use Committee (IACUC).
OHSC were generated as previously described.3,20 In brief, P8-10
Sprague-Dawley rat pups were decapitated, and the brains removed.
Hippocampii were excised, sectioned into 400 lm thick slices, and
separated aseptically in ice-cold Gey’s salt solution supplemented
with 25 mM D-glucose (Sigma, St. Louis, MO). Slices were plated
onto porous Millipore Millicell� cell culture membranes (Milli-
pore, Billerica, MA) in Neurobasal� medium supplemented with
2 mM GlutaMAX�, 1X B27 supplement, 10 mM HEPES, and
25 mM D-glucose (Life Technologies, Grand Island, NY). Every 2
to 3 days, half of the medium was replaced with full-serum medium,
containing 50% Minimum Essential Medium, 25% Hank’s Ba-
lanced Salt Solution, 25% heat inactivated horse serum, 2 mM
GlutaMAX, 25 mM D-glucose, and 10 mM HEPES (Sigma). Prior
to blast injury, cultures were maintained for 10 to 14 days.

Primary blast exposure

Blast injury methods have been previously described in de-
tail.16,17 In brief, a shockwave was generated with a 76-mm diameter
aluminum shock tube with an adjustable-length driver section

(25 mm, 50 mm, and 190 mm used for the current studies) pressur-
ized with helium or nitrogen and a 1240-mm long driven section.16,17

Individual culture wells were sealed inside sterile, 57lm-thick, low-
density polyethylene bags (Whirl-Pak, Fort Atkins, WI) filled with
10 mL of pre-warmed, serum-free culture medium (containing 75%
Minimum Essential Medium, 25% Hank’s Balanced Salt Solution,
2 mM GlutaMAX, 25 mM D-glucose, and 10 mM HEPES) that had
been equilibrated with 5% CO2/95% O2 (37�C) before being placed
in the fluid-filled blast receiver, maintained at 37�C. These bags were
selected because their acoustic impedance matched that of water,
thus preventing attenuation of the pressure transient, as previously
reported.17 The culture and the bag were submerged 85 mm into the
receiver column, oriented perpendicular to the pressure wave prop-
agation. The receiver was sealed (without air bubbles) with a poly-
dimethylsiloxane (PDMS) sheet and positioned directly at the shock
tube exit (5 mm gap).

Piezoresistive pressure transducers (Endevco 8530B-500, San
Juan Capistrano, CA) were flush-mounted at the exit of the shock
tube and in the fluid-filled blast receiver at the location of the
culture and were oriented perpendicular to the direction of propa-
gation to record side-on (incident) pressure. Analog outputs from
the transducers were conditioned using amplifiers (gain of 50) and
low-pass filters (corner frequency of 40 kHz; Alligator Technolo-
gies, CostaMesa, CA). Signals were digitized with an X-series data
acquisition card at 125 kHz and LabVIEW� 2010 (National In-
struments, Austin, TX). Peak overpressure, overpressure duration,
and impulse were calculated with custom MATLAB (Mathworks,
Natick, MA) code.17

For injured cultures, the shock tube was then fired; sham cultures
were treated identically except the shock tube was not fired. Four
blast exposure levels were utilized (Table 1; levels referenced to
Effgen and colleagues, 20143), characterized by the peak pressure
(kPa), duration (ms), and impulse (kPa$ms) of the in-air shockwave
and the in-fluid pressure transient. Blast levels (specific parameters
given below in the Results section) simulated real-world exposures
and were chosen both below and above the threshold for causing
cell death based on previous studies.3 Following blast- or sham ex-
posure, the culture was immediately removed from the receiver and
returned to the incubator in fresh, full-serum medium.

Cell death measurement

Propidium iodide fluorescence was used to measure cell death
immediately prior to and 4 days following injury. Previous studies
with this injury model have demonstrated that significant cell death
does not occur until 4 days post-injury.3 OHSC were incubated in
2.5 lM propidium iodide (Life Technologies) in serum-free me-
dium for 1 h before imaging. Images were acquired at the indicated
time points using an Olympus IX81 microscope (Olympus
America, Center Valley, PA) with 568/24 nm (peak/width) exci-
tation and 610/40 nm emission filters. Following imaging, cul-
tures were returned to fresh, full serum medium. Cell death was

Table 1. Blast Exposure Levels Tested in This Study

In-air In-fluid

Exposure level
Pressure

(kPa)
Duration

(ms)
Impulse

(kPa$ms)
Pressure

(kPa)
Duration

(ms)
Impulse

(kPa$ms)

Level 1 106 – 2 0.25 – 0.01 9 – 2 134 – 2 1.50 – 0.01 89 – 1
Level 2 93 – 3 1.40 – 0.01 39 – 1 270 – 15 2.60 – 0.20 295 – 56
Level 4 336 – 8 0.84 – 0.01 87 – 2 598 – 15 1.85 – 0.30 440 – 13
Level 9 424 – 6 2.31 – 0.03 248 – 3 1510 – 91 2.80 – 0.10 1420 – 87

Blast exposures were characterized by three different parameters of the shockwave: peak overpressure (kPa), duration (ms), and impulse (kPa$ms).
Four different exposure levels (in addition to sham exposure) were utilized as previously reported by Effgen and colleagues (2014).3 Parameters are
reported for the in-air shockwave and the in-fluid pressure transient. These blast pressure histories are similar to those experienced in-theater.3
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determined for specific OHSC regions (DG, CA1, CA3), as pre-
viously described, using MetaMorph (Molecular Devices, Down-
ingtown, PA).21 In brief, the same threshold for fluorescence was
used to analyze all images at both pre- and post-injury time points
for a given culture. Cell death was quantified as the percentage area
of a specific region exhibiting fluorescence above the threshold. To
confirm OHSC viability after blast, a subset of cultures were ex-
posed to the highest blast level (Level 9) and subsequently sub-
jected to an excitotoxic injury (10mM of glutamate for 3 h) 4 days
following blast exposure. OHSC were returned to fresh serum-free
medium following excitotoxic exposure, and cultures were imaged
for cell death 24h later. Cell death was analyzed by analysis of
variance (ANOVA), followed by Dunnett post hoc tests with
statistical significance set at p < 0.05 (SPSS version 22, IBM,
Armonk, NY).

Electrophysiology

Electrophysiological activity within the OHSC was recorded
using 60-channel MEAs (8 · 8 electrode grid without the corners,
30 lm electrode diameter, 200 lm electrode spacing) 4 to 6 days
following blast injury (60MEA200/30iR-Ti-gr, Multi-Channel
Systems, Reutlingen, Germany). This time point coincided with the
observed delay for increased cell death previously measured in this
injury model.3 Before transferring OHSCs to MEAs, the MEAs
were plasma cleaned (Harrick Plasma, Ithaca, NY) and coated with
5 lL of 0.01% nitrocellulose (GE Healthcare Life Sciences, Pis-
cataway, NJ) in methanol (Pharmco-AAPER, Brookfield, CT) to
adhere the tissue to the electrodes. Individual OHSCs were excised
from the Millipore membranes and inverted onto the MEA. A nylon
mesh, harp slice grid (ALA Scientific Instruments, Farmingdale,
NY) held the OHSC stationary and helped ensure contact with the
electrodes. OHSCs were perfused with artificial cerebral spinal
fluid (norm-aCSF) containing 125 mM NaCl, 3.5 mM KCl, 26 mM
NaHCO3, 1.2 mM KH2PO4, 2.4 mM CaCl2, 1.3 mM MgCl2, 10 mM
4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), and
10 mM glucose (pH = 7.40), which was bubbled with 5% CO2/95%
O2 and warmed to 37�C, as previously described.22 Recordings
were acquired with an MEA1060-BC amplifier and data acquisition
system (Multi-Channel Systems). The system recorded neural sig-
nals at 20 kHz with a 6 kHz analog, anti-aliasing filter. Recordings
were further filtered in MATLAB using an eighth-order, digital,
low-pass (1000 Hz) and a fourth-order, digital, high-pass (0.2 Hz)
Butterworth filter. The sample numbers for each injury group for a
given recording protocol are listed in the Results section.

Spontaneous activity

Spontaneous neural activity was measured by recording con-
tinuously for 3 min from all electrodes within the hippocampus.
The raw data were passed through a 60 Hz comb filter using a
custom MATLAB script, before neural event activity was detected
based on the multi-resolution Teager energy operator.23–27 Events
were characterized by their start time, magnitude, and duration.

Spontaneous network synchronization was also quantified using
previously published methods.26,28–30 Correlation, cs, between
neural events was calculated for each electrode pair (x and y) given
neural event-timing tx

i and t
y
j (i = 1, ., mx; j = 1, ., my) according

to28:

cs(xjy)¼+mx

i¼ 1
+my

j¼ 1
Js

ij

Js
ij¼ 1 if 0 < tx

i � t
y
j ps

Js
ij¼ 1

2
if tx

i ¼ t
y
j

Js
ij¼ 0 otherwise

8<
: (1)

in which s was the duration in which two events were considered

synchronous (1.5 ms) and mx&my were the total number of events to

be compared on each electrode.

Anactivity correlation matrix, Qxy, was calculated as:

Qxy¼
cs(xjy)þ cs(yjx)ffiffiffiffiffiffiffiffiffiffiffi

mxmy
p (2)

with individual entries ranging from 0 (completely uncorrelated)

to 1 (perfectly correlated). The eigenvalues, kb, and associated

eigenvectors, mab, of the correlation matrix provided insight to the

structure of the neuronal activity. To identify clusters of simulta-

neously active electrodes, the participation index (PI) was calcu-

lated for each electrode a that contributed to a cluster b as:

PIab¼ kbv2
ab (3)

where mab represented the ath element of eigenvector b. Electrodes

contributing to cluster b were those with PI ‡ 0.01.29

To determine statistical significance, randomized surrogate
time-series data without correlated activity were generated with an
event-rate equal to the measured event-rate of the experimental
recordings.29 The surrogate process was repeated 50 times, and the
mean (k

¢
k) and standard deviation (SDk) of surrogate eigenvalues

were calculated (k = 1, ., M, where M represented the number of
electrodes in the experiment). We identified the number of syn-
chronized clusters that were significantly different from the ran-
domized, asynchronous surrogate clusters as:

Number of Clusters¼+
k
sgn[kk > (�kk¢þK · SDk)] (4)

where sgn was the sign function, kk was the eigenvalue of each

electrode of the experimental data, and K was a constant (K = 3 was

chosen to provide a 99% confidence level, i.e., p < 0.01).
Finally, a global synchronization index (GSI), ranging from 0

(random, uncorrelated activity) to 1 (perfectly synchronous, cor-
related activity on all electrodes), was calculated for the cluster
with the highest degree of synchronization:

GSI¼
kM � �k¢
M� �k¢ if kM > �k¢

0 otherwise

�
(5)

where �k¢ was the mean of the largest surrogate eigenvalues, kM was

the maximal eigenvalue of the correlation matrix from the exper-

imental data, and M was the number of electrodes in the experi-

ment. Active regional percentage in the most synchronized cluster

(i.e., the cluster corresponding to kM) was quantified as the ratio of

regional electrodes involved in the cluster to the total number of

electrodes in the respective region.
Spontaneous and synchronization parameters were averaged for

a given recording and analyzed by ANOVA, followed by Dunnett
post hoc tests with statistical significance set as p < 0.05 (SPSS
version 22, IBM). In addition, principal component analysis (PCA)
was performed with the built-in MATLAB function pca.m on the
parameters together to identify significant changes (ANOVA) in
the first principal component score (PC1), followed by Dunnett post
hoc tests. Observed power was calculated for the effect of injury
severity (impulse) with a = 0.05.

Stimulus-response curves

Stimulus-response (SR) curves were generated by applying a
constant current, biphasic, bi-polar stimulus (100 ls positive phase
followed by 100 ls negative phase) of increasing magnitude
(0–200 lA in 10 lA increments) to electrodes located in either the
Schaffer collateral (SC) or mossy fiber (MF) pathways, and the data
were analyzed with respect to stimulation site. Evoked responses
were recorded from each electrode throughout the hippocampal
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tri-synaptic circuit. As in previous studies, each electrode’s re-
sponse was fit to a sigmoidal curve22 as:

R(S)¼ Rmax

1þ em(I
50� S )

(6)

Rmax represented the maximum amplitude of the evoked response

and I50 represented the current necessary to generate a half-

maximal response. The term m, which is proportional to the slope of

the sigmoidal fit, represented the spread in the firing threshold for

the population of neurons.22,25,27 Data from each electrode were

segregated by anatomical region of interest (ROI: CA1, CA3, DG).

Each parameter (I50, m, Rmax) for an electrode was averaged within

a region to determine that regional response for any given slice.

Data reported for each region are the average across slices within a

given experimental group.
A PCA was also performed to identify significant multivariate

changes in the SR parameters. Individual parameters as well as
PC1were analyzed by ANOVA followed by Dunnett post hoc tests
with statistical significance set as p < 0.05 (SPSS version 22, IBM).
Observed power was calculated for the effect of impulse with
a = 0.05.

Paired-pulse ratios

Short-term plasticity was investigated by delivering two suc-
cessive stimuli of the same intensity (I50) at interstimulus intervals
(ISI) of 20, 35, 50, 70, 100, 140, 200, 300, 500, 1000, and 2000 ms.
Paired-pulse ratios (PPR) were calculated as the ratio of the peak-
to-peak amplitude of the second response to the peak-to-peak
amplitude of the first response. A PPR >1 indicated paired-pulse
facilitation (PPF), whereas a PPR <1 indicated paired-pulse de-
pression.31 ISIs were assigned to one of four bins that are biolog-
ically relevant to short-term synaptic plasticity. Short-term ISI
(20 ms) produce paired-pulse depression thought to be mediated by
the neurotransmitter c-aminobutyric acid (GABA), specifically via
the GABAA class of GABA receptors.32,33 Early-mid ISIs
(35–100 ms) elicit a rebound in excitation thought to be caused by
GABAA mediated disinhibition and activation of N-methyl-D-
aspartate (NMDA) receptors.32,34 Late-mid ISIs (140–500 ms)
produce late-phase paired-pulse depression thought to be mediated
by GABAB receptors.32,35 Lastly, long-term ISIs (>500 ms) are not

expected to elicit a response resulting from the interaction of the
paired pulse stimulation and instead results in two independent and
equal responses.36,37 PPRs for each bin were averaged across a
given recording and analyzed by ANOVA, followed by Dunnett
post hoc tests with statistical significance set at p < 0.05 (SPSS
version 22, IBM). Additionally, PC1 was analyzed to identify
significant multivariate changes in PPR. Observed power was
calculated for the effect of impulse with a = 0.05.

Long-term potentiation

In a separate cohort of cultures, the ability to induce LTP was
quantified after blast. Baseline behavior was evoked by stimulating
at I50 once every min for 30 min. LTP was then induced by stim-
ulating across the SC pathway with a high frequency stimulus,
which consisted of three trains of 100 Hz pulses applied for 1 sec at
I50, with each train separated by 10 sec.38,39 Immediately following
LTP induction, post-LTP responses were evoked by stimulating at
I50 once every minute for 60 min. LTP induction was calculated as
percent potentiation above baseline based on the last 10 min of
recording in each recording window. To ensure only stable re-
sponses were included for analysis, electrodes were discounted if
the coefficient of variance (pre- or post-induction) was greater than
20%.40 LTP induction was averaged among electrodes within the
CA1 and analyzed by ANOVA followed by Dunnett post hoc tests
with statistical significance set as p < 0.05 (SPSS version 22, IBM).

Results

Primary blast induced cell death in the hippocampus
was minimal

We observed a region-specific threshold for blast-induced cell

death, but the relative amount of cell death was significantly less

than excitotoxic insult. Four days following sham injury or blast

exposure and prior to electrophysiology recording, cell death was

evaluated within the OHSC (Table 1). In all three regions, cell

death (Fig. 1) was minimal, but it significantly increased following

a Level 9 blast exposure, as compared with sham. Level 4 blast

exposure induced minimal, but significant cell death in only the DG

but not the CA3 or CA1. Cell death was not significantly increased

after Level 2 or Level 1 blast exposure. Although Level 9 blast

exposure induced significant cell death in all ROI, it remained

FIG. 1. Cell death measured for each ROI of the hippocampus 4 days after injury. Groups are in order of increasing impulse from left
to right. Minimal cell death was significantly induced after Level 9 blast exposure in all ROI. Minimal cell death was significantly
induced after Level 4 blast exposure in DG only. Level 2 and Level 1 blast exposure did not significantly increase cell death. Glutamate
exposure4 days following Level 9 blast induced significant cell death in all ROI. Mean – SEM; n ‡ 7; *p < 0.05 as compared with sham,
#p < 0.05 as compared with Level 9. ROI, region of interest; SEM, standard error of mean.
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minimal (<5%). In comparison, glutamate exposure4 days after

Level 9 blast exposure significantly increased cell death in all ROIs

as compared with a Level 9 blast exposure alone. These data are

consistent with a previous study from our group that reported sig-

nificant but minimal cell death after a Level 9 exposure.3

Primary blast exposure impaired long-term potentiation

Four to six days following blast exposure, LTP (Fig. 2) was

significantly reduced following Level 9, Level 4, and Level 2 blast

exposures as compared with sham. Following Level 1 blast expo-

sure, potentiation closely resembled that of sham-injured cultures.

Primary blast exposure reduced hippocampal
synchronization

One feature that is often critical for transmitting information

through neural circuitry is the synchronization of activity across

distinct regions, an aspect that may underlie the process of memory

consolidation.41 To this end, GSI (Fig. 3A) across recording regions

was significantly reduced following Level 9 and Level 4 blast ex-

posures as compared with sham. Blast did not alter the number of

synchronized clusters identified (Fig. 3B). Level 9 and Level 4 blast

exposure significantly reduced the active regional percentage in the

most synchronized cluster (Fig. 3C) in CA3, as compared with

sham.

Primary blast exposure minimally affected
spontaneous activity

An additional measure to reflect the general excitability of the

circuitry is the spontaneous activity recorded within different regions.

There was a decreasing trend in spontaneous event rate (Fig. 4A) as

the impulse increased from Level 1 to 9 primary blast exposures for

all three ROIs; however, the deficits did not reach significance. Level

9 blast exposure significantly decreased spontaneous event magni-

tude (Fig. 4B) in DG. There was no significant change in event

duration (Fig. 4C) after blast exposure for any ROI. Lastly, Level 9

blast exposure significantly reduced PC1 (Fig. 4D) in DG, but the

change did not reach statistical significance in CA3 or CA1. PC1

captured more than 95% of the variance in the overall data set. The

statistical power was ‡ 0.18 for all non-significant comparisons.

Primary blast exposure minimally altered basal
evoked responses

Spontaneous activity only reveals the state of the circuitry with

existing inputs. Alternatively, a full stimulus/response charac-

terization in response to external stimulation would reveal any

alterations in the ability to stimulate local circuitry in the OHSC

or the progressive stimulation of downstream circuits due to

synaptic transmission. When stimulating across the MF pathway,

there was no effect on Rmax (Fig. 5A) or I50 (Fig. 5B) following

blast exposure, as compared with sham. Level 4 blast exposure

significantly decreased the slope of excitation (m) (Fig. 5C) for

DG and CA3, as compared with sham. There was no significant

change in PC1 (Fig. 5D) for any ROI following blast exposure.

PC1 captured more than 99% of the variance in the overall data

set. The statistical power was ‡ 0.20 for all non-significant com-

parisons.

For stimulation across the SC pathway, Level 9 blast exposure

significantly reduced Rmax (Fig. 6A) in DG, as compared with

sham. Level 9 blast exposure significantly increased I50 (Fig. 6B) in

CA3. Level 9 and Level 4 blast exposure reduced the parameter m

(Fig. 6C) in all ROI; however, no change reached significance.

Level 9 blast significantly reduced PC1 (Fig. 6D) in DG, as com-

pared with sham. The statistical power was ‡ 0.31 for all non-

significant comparisons.

One explanation for changes in circuit activation would be im-

pairments in presynaptic release, as identified by paired-pulse

stimulation paradigms. For stimulation across the MF or SC path-

way, primary blast exposure did not change paired-pulse responses

(data not shown) in any ROI for any temporal bin of ISIs.

FIG. 2. LTP measured in CA1 4 to 6 days after injury. Groups are in order of increasing impulse from left to right. LTP was
significantly reduced after Level 2 and eliminated after Level 4 or Level 9 blast exposures. Mean – SEM; n ‡ 5; *p < 0.05, as compared
with sham. LTP, long-term potentiation; SEM, standard error of mean.
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Discussion

The current study reports that 1) primary blast exposure in iso-

lation can disrupt LTP; 2) a threshold for significantly impairing

LTP lies between 9 kPa$ms (Level 1) and 39 kPa$ms (Level 2)

impulse; 3) primary blast exposure significantly reduced hippo-

campal synchrony with a threshold lying between 39 kPa$ms

(Level 2) and 87 kPa$ms (Level 4) suggesting that synchrony is less

sensitive to blast than LTP; and 4) other measures of spontaneous

and evoked activity were less sensitive to blast. These functional

alterations occurred in the absence of cell death, demonstrating that

cell death is not necessary for a change in neuronal function.

Functional42 and cognitive43 deficits in the absence of cell death

have been observed with earlier non-blast models of TBI, as well.

Although the highest blast level tested (248 kPa$ms; Level 9) al-

tered electrophysiological function as well as caused significant

cell death, average cell death was never above 5% in any ROI,

which agreed with previous literature.3 In comparison, glutamate

exposure 4 days following Level 9 blast exposure caused more than

40% cell death in all ROI, confirming the presence of viable cells

following blast, which were not injured by primary blast alone.

Although not investigated in previous in vitro blast models, LTP

has been investigated in acute hippocampal slices following in vivo

blast exposure. LTP, induced either chemically or by theta-burst

stimulation in acute mouse hippocampal slices was significantly

reduced 2 and 4 weeks post-blast injury in vivo (167 kPa$ms).11 In

this previous work, the injury was a combination of the blast

pressure wave through the brain and induced head-acceleration. In

general, head acceleration (tertiary blast loading) is a well-known

causal factor for brain injury, and therefore it is not possible to

prove conclusively that blast pressure alone can cause circuit im-

pairment. Although mild fluid pressure loading to the brain can also

cause LTP impairments 1 day,44 1 week,45,46 and 8 weeks47 post-

injury, this injury model is also a mix of pressure and deformation

throughout the brain.48,49 To our knowledge, our data are the first to

show that primary blast (shockwave alone) is also capable of dis-

rupting LTP.

Alterations in the function of the hippocampal circuitry after

blast was not restricted to only LTP impairments. We found that

primary blast exposure reduced global synchronization of hippo-

campal activity, correlating to observations in humans and other

experimental models (Fig. 2A). For example, electroencephalo-

graphic synchronization was significantly reduced in the frontal

brain regions of U.S. personnel 1 month after blast-exposure

without impact.50 Likewise, non-blast TBI reduced cortical syn-

chronization during learning and recognition tasks.51 Network

synchronization was decreased after in vitro stretch injury in both

hippocampal slices26 and cultured cortical neurons.30 Proposed

mechanisms behind these deficits include intracellular chloride

imbalance,26 calpain activation,30 and loss of white matter tract

structural integrity.50 TBI-induced deficits in network synchronization

could explain some short-term learning and memory impairments as

previous studies have shown that the basis for working memory is

persistent, synchronized neural activity.52,53 Although previous stud-

ies have demonstrated the potential for reduced neural synchrony after

various types of injury, our study supports that primary blast expo-

sure, in isolation, is capable of causing deficits in synchronization.

Although spontaneous function (event rate, magnitude, duration)

has not been previously investigated after blast injury, the non-blast

TBI literature is divided. In our study, our highest blast level (Level

9) was capable of subtly reducing event rate, magnitude, and du-

ration in certain regions of the hippocampus. The decreasing trend

for PC1 suggested that clustering the three spontaneous parameters

uncovered an underlying deficit in the spontaneous signaling that

was not obvious by observing just a single parameter in isolation.

After mild controlled cortical impact (CCI) injury in rats, sponta-

neous event rate was increased in CA1, but not CA3, starting 2 h and

out to 24 h post-injury.54 Alternatively, severe in vitro stretch injury

decreased spontaneous event rate55; however, mild stretch injury

did not alter spontaneous event rate at 24 h after injury.26 These

FIG. 3. Synchronization of spontaneous activity 4 to 6 days after
injury. Groups are in order of increasing impulse from left to right.
The global synchronization index (GSI, [A]) was significantly de-
creased following Level 9 and Level 4 blast exposures compared
with sham exposure. The number of synchronized clusters (B) per
slice was not significantly affected by primary blast exposure
( p ‡ 0.43 with a calculated power of 0.29). Following Level 9 and
Level 4 blast exposure, active regional percentage in the most
synchronized cluster (C) significantly decreased in CA3, as com-
pared with sham exposure. Mean – SEM; n ‡ 6; *p < 0.05, as com-
pared with sham. SEM, standard error of mean.
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discrepancies may be related to injury severity and the associated

cell death in that spontaneous rates did not change in the absence of

cell death.26 The injury biomechanics between our blast model, the

CCI model, and the stretch injury model may contribute to the

varying changes following injury. It is possible that the deficits in

post-injury synchronization observed in our study could be linked

to the slight alterations in the spontaneous functional behavior, but

this will need further testing to confirm.

In our study, stimulus-response curves (i.e., input/output curves)

were only minimally affected by primary blast exposure, with the

largest effects due to a Level 9 blast capable of causing (minimal)

cell death. In an in vivo rat study, no changes in corpus callosum

compound action potentials were measured 3 days post-blast de-

spite cell death in the corpus callosum.56 However, the duration of

the blast was only 200 ls, which is not operationally realistic unless

scaled. Applying previously published scaling relationships,57 this

duration would scale to about 2 ms. Non-blast fluid percussion in-

jury increased I50 out to 7 days post-injury in rodent CA144,58 and

decreased Rmax out to 2 days post-injury in rat CA144, in response to

SC stimulation. However, similar injury studies reported decreased

I50
59 and increased Rmax

60 between 3 and 7 days post-injury in

rodent CA1 in response to SC stimulation. Results from in vitro

FIG. 4. Blast injury altered spontaneous event properties. There was a decreasing trend in spontaneous event rate (A) as impulse
increased. Level 9 blast exposure significantly decreased event magnitude (B) in DG, as compared with sham. There was no significant
change in event duration (C) after blast exposure for any ROI ( p > 0.40 with a calculated power <0.28). Level 9 blast exposure
significantly altered PC1 (D) in DG, but there was no significant change in CA3 ( p > 0.08 with a calculated power of 0.54) or CA1
( p > 0.35 with a calculated power of 0.33). Mean – SEM; n ‡ 7, *p < 0.05, as compared with sham. ROI, region of interest; SEM,
standard error of mean.

FIG. 5. Blast injury minimally affected stimulus-response parameters when stimulated across the mossy fiber (MF) pathway. There
was no significant effect on Rmax (A, p > 0.14 with a calculated power <0.12) or I50 (B, p > 0.88 with a calculated power <0.44) following
blast exposure, as compared with sham. Level 4 blast exposure significantly reduced m (C) in DG and CA3; however, the change did not
reach significance in CA1 ( p > 0.09 with a calculated power of 0.53), as compared with sham exposure. Level 9 exposure reduced m for
all ROI, but the changes did not reach significance ( p > 0.07). There was no significant change ( p > 0.15 with a calculated power <0.44)
in PC1 (D) following blast exposure for any ROI. Mean – SEM; n ‡ 6, *p < 0.05, as compared with sham. ROI, region of interest; SEM,
standard error of mean.
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mechanical TBI were similar to the complex in vivo results. Cell-

death-inducing stretch injury (10% strain, 20 s-1 rate) decreased

fEPSP and population spike Rmax in the hippocampus at 4 days

post-injury.55 Hippocampal Rmax peaked as strain rate increased at

high strain 4 to 6 days post-stretch injury, but reached a minimum

as strain rate increased at low strain.27 The same study also ob-

served that I50 was increased after injury.27 Although conflicting,

previous investigations have demonstrated that normal neuronal

transmission can be affected by injury, which our study confirms.

The minimal changes we observed at lower impulse blast exposures

(i.e., Level 2 and Level 4) suggests that normal neuronal transmis-

sion is less sensitive to primary blast exposure than LTP and GSI.

PPF is one form of short-term synaptic plasticity,61 governed at

different ISI (40–2000 ms) by presynaptic neurotransmitter re-

lease62,63 along with GABAA, GABAB, and NMDA receptor dy-

namics.32–36 In our study, primary blast exposure did not affect

PPR. The lack of changes in short-term plasticity observed in this

study suggests that damage to presynaptic cellular machinery may

not be responsible for the LTP deficits we observed.46,64 Previous

FPI studies have shown reduced paired-pulse inhibition (PPI) at

short-term (<100 ms) ISIs and at mid-length (*500 ms) ISIs in rat

CA1.65 PPI was similarly reduced in rat hippocampal slices after

mild stretch in vitro at shorter ISIs (<100 ms) in response to MF

stimulation; however, PPI increased when exposed to low strain,

high-strain rates at late-mid length ISIs (*500 ms), in response to

SC stimulation.27 In these time windows, paired-pulse depression is

driven by GABAA and GABAB receptors, respectively.32,33 The

lack of effect of blast on PPR in our study suggests that GABA-

mediated depression was not appreciably altered, but would require

further testing to confirm. The difference in outcomes at the short-

term and late-mid ISIs may be related to differences between the

injury-models employed in each study, suggesting that changes in

PPF may not be a blast-related phenomenon.

The blast levels tested in our study are similar to those commonly

experienced in-theater.3 Our Level 1 exposure is similar to the

blast from an M49A4 60-mm mortar round at a standoff distance of

0.25–2 m, and the Level 9 exposure represents an explosion from an

M118 bomb at a standoff distance of 10–32 m, according to the

Conventional Weapons Effect Program (ConWEP). Our experi-

mental conditions, whether unscaled or scaled for different spe-

cies,57 are consistent with the range of real-world blast exposures

encountered by service members.

Although we report that primary blast exposure disrupted LTP

and neuronal synchronization, there are limitations associated with

this study. Translating the electrophysiological alterations mea-

sured in vitro to behavioral or cognitive changes in vivo is diffi-

cult8,11,66; however, our model provided the benefit of precise

control over injury biomechanics, which remains a challenge for

in vivo systems. Another limitation of this model is the inherent

difficulty in translating tissue-level results to macroscopic loading

scenarios. However, one of this study’s strengths is the extensive

characterization of pressure histories from the shock tube and the

sample receiver. Measured fluid pressure histories applied to the

tissue in the receiver could be extended to macroscopic loading

conditions via realistic finite element models, which provide an

intermediate step in the clinical understanding of tissue-level re-

sults. In the current study, neuronal activity was recorded at only

one time frame (4–6 days) post-injury, which was chosen to allow

for secondary injury cascades to develop but before regeneration

mechanisms could repair damaged circuits.3,19,22 One potentially

important injury mechanism that is not reproduced with our in vitro

model is the breakdown of the blood–brain barrier following blast

exposure, which is increasingly a common observation in both

in vivo and in vitro models.67–72 Therefore, future studies will ex-

amine the time course of electrophysiological changes after blast.

In our study, cell viability was a major outcome measure; however,

other more subtle structural or protein alterations could be re-

sponsible for the observed electrophysiological deficits.

In summary, we report that primary blast disrupted LTP and

decreased the synchronization of spontaneous activity in the hip-

pocampus, while minimally affecting other functional measures.

Disruption of LTP was dose-dependent with respect to blast im-

pulse in the absence of cell death. Future studies will examine the

molecular mechanisms underlying disruption of LTP.

FIG. 6. Blast injury minimally affected stimulus-response parameters when stimulated across the Schaffer collateral (SC) pathway.
Level 9 blast exposure significantly decreased Rmax (A) in DG. Level 9 blast exposure significantly increased I50 (B) in CA3. Level 9
and Level 4 blast exposure levels reduced the parameter m (C) for all ROI; however, no change reached significance ( p > 0.09 with a
calculated power <0.56). Level 9 blast exposure significantly reduced PC1 (D) in DG. Mean – SEM; n ‡ 5, *p < 0.05, as compared with
sham. SEM, standard error of mean.
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