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Goal:	  Natural	  language	  to	  a	  logical	  controller	  
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Commander's	  instruc'ons	  

Parsed	  sentences	  

Seman'c	  representa'on	  

MetaPAR/LTL	  

Automaton	  



Progress	  
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•  Year	  3:	  Fixed	  search	  plan,	  able	  to	  give	  simple	  standing	  
orders	  
•  New:	  LTL	  genera'on	  from	  natural	  language,	  keyword	  seman'cs	  

•  Year	  4:	  Flexible	  plans	  via	  natural	  language	  in	  an	  end-‐to-‐
end	  system	  
•  New:	  Verbnet-‐based	  transforma'onal	  seman'cs	  system,	  natural	  

language	  control	  of	  real	  robot,	  changing	  plans	  on	  the	  fly	  

•  Year	  5+:	  Robust,	  easily	  integrated	  language	  components	  
•  New:	  SS-‐RICS	  integra'on,	  LTLMoP	  integra'on,	  ROS	  interface	  to	  

language	  components	  

•  Planned:	  Seman'cs	  robustness	  improvements,	  tools	  for	  easy	  
domain	  adapta'on	  



Introducing	  SLURP	  
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•  Situated	  Language	  Understanding	  Robot	  PlaXorm	  

•  Provides:	  
•  Easy	  access	  to	  Penn	  NLP	  tools	  (tagger,	  parser,	  null	  element	  

restora'on)	  

•  Seman'c	  analysis	  of	  parsed	  sentences	  

•  LTL	  plan	  genera'on	  

•  Already	  open	  sourced	  (GPLv3)	  and	  ready	  to	  go:	  
h\ps://github.com/PennNLP/SLURP	  

•  Automa'cally	  downloads	  models,	  etc.	  

•  All	  you	  need	  is	  Python,	  Java,	  and	  sed	  
•  OS	  X,	  Linux,	  and	  Windows	  supported	  



SLURP	  Components	  

10/12/12	  Make	  it	  so:	  SLURP	  -‐	  C.	  Lignos	   5	  

LTLBroom	  NLP	  Pipeline	  

Seman'c	  Parsing	  

Language	  Processing	   Interfaces	  

Dialog	  Manager	  

World	  
Knowledge	  

Execu'on	  

SS-‐RICS	  

Jr	  
•  Interfaces:	  

•  Natural	  language	  à	  LTL	  (LTLMoP)	  

•  Natural	  language	  à	  ACT-‐R	  style	  produc'ons	  (SS-‐RICS)	  

•  Natural	  language	  à	  robot	  control	  over	  ROS	  and	  tablet	  interface	  
(UMass	  Lowell’s	  Jr)	  



Packaging	  the	  pieces	  

10/12/12	  Make	  it	  so:	  SLURP	  -‐	  C.	  Lignos	   6	  

•  Focus	  for	  NL	  this	  year:	  
•  Polish	  exis'ng	  components	  

•  Easy	  to	  use	  interfaces	  for	  integra'ng	  our	  work	  
•  Public	  code	  release	  



Better	  LTL	  generation	  

10/12/12	  Make	  it	  so:	  SLURP	  -‐	  C.	  Lignos	   7	  

•  Developed	  more	  general	  mappings	  from	  ac'on	  
representa'ons	  to	  linear	  temporal	  logic	  (LTL)	  

•  Building	  blocks:	  
•  ALO:	  do	  an	  ac'on	  X	  At	  Least	  Once	  during	  execu'on	  

•  Goal:	  have	  a	  persistent	  memory	  of	  performing	  X	  

•  AE:	  do	  an	  ac'on	  always	  eventually	  (infinitely	  oeen)	  
•  Goal:	  do	  X	  as	  much	  as	  you	  can	  

•  Some	  examples:	  
•  Go	  to	  the	  hallway	  à	  (Ac'on:	  go,	  Loca'on:	  hallway)	  

ALO(in	  hallway)	  

•  Patrol	  the	  hallway	  à	  (Ac'on:	  patrol,	  Loca'on:	  hallway)	  

	  AE(in	  hallway)	  

	  



Better	  LTL	  generation	  
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•  Building	  block:	  
•  CIC:	  complete	  an	  ac'on	  X	  in	  a	  context	  Y	  

•  Goal:	  do	  X	  in	  context	  Y	  un'l	  X	  is	  done	  

•  Example:	  
•  Search	  the	  hallway	  à	  (Ac'on:	  search,	  Loca'on:	  hallway)	  

ALO(CIC(search,	  in	  hallway))	  

•  Goals	  able	  to	  be	  subdivided	  
•  Will	  allow	  for	  be\er	  repor'ng	  of	  what	  the	  robot	  is	  doing	  

•  Simple,	  compact	  LTL	  genera'on	  based	  on	  parameterized	  
ac'ons	  

	  



Feedback	  on	  understanding	  
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The system must also exhibit the ability to continue in-
teraction after completing execution of prior instructions.
Often, interactions between an operator and robot occur in
stages. That is, the operator may give the robot instructions
and then wait to see what the outcome is before deciding on
what the next course of action should be. The system must
be able to remember information from previous instructions
and be able to apply it to future instructions. For example,
if the operator specifically tells the robot to watch out for an
object because it is important, they should not have to repeat
this information each time they ask the robot to perform a
different task. Additionally, an operator may find that they
need more information than what the system may have al-
ready provided them. In such cases, it is useful to be able to
simply query the system about information it has already ac-
quired, rather then repeating the previous task with slightly
modified instructions.

2 Related Work
Approaches to language interfaces for interacting with
robots span a wide range, including keywords (Perzanowski
et al. 2001), simple grammars (Jones and Rock 2002), and
grammars with well-articulated semantics (Dzifcak et al.
2009). A persistent issue has been the robustness of the
language interface to the challenges posed by spontaneous
speech (Cantrell et al. 2010). Regardless of whether the
noise in natural language understanding comes from disflu-
ency, acoustic noise, or simply errors in text processing sys-
tems, it is important that systems provide as much feedback
as possible as to what was understood from the operator’s
commands. With little exception (Teixeira et al. 2003), re-
gardless of the architecture of the system used the vocab-
ulary and grammar are typically tuned to a small domain
relevant to the scenario presented.

Allowing for richer modalities of communication be-
tween operator and robot may aid in understanding
the robot’s comprehension. The multimodal interface of
Perzanowski et al. (2001) could interpret commands from
spoken language, hand gestures for describing either dis-
tances or directions, and a dynamically generated map pre-
sented to the user on a tablet.

Natural interaction with autonomous systems is an active
area of research. Chernova et al. (2011) conducted a study
in which they collected data using crowd sourcing by cre-
ating an online game in which two people interacted with
each other, one pretending to be a robot and the other pre-
tending to be a human collaborator. They then used this in-
formation to generate natural behaviors for an actual robot
during interactions with people in a real world mockup of
the online game. Talamadupula et al. (2011) have exam-
ined planning for human robot teams in an open world us-
ing the SapaReplan planner. Their work focused on tech-
niques for maintaing up-to-date world models and goals that
are shared between humans and robots. Shah et al. (2011)
use strategies based on human-human teaming to improve
human-robot teaming, demonstrating the value of frequent
updates in teaming tasks.

Tellex et al. (2011) have similar goals in interpreting nat-
ural language commands in that they find groundings in the

Commander: Tell me if you see any hostages.
Robot: I’ll let you know if I see a hostage.
C: Defuse all the bombs you see.
R: Got it. I’ll defuse all bombs.
C: Search the library, classroom, and lab.
R: Got it. I’ll search the library, search the classroom, and search
the lab.
C: Make it so.
R: Understood. I’m carrying out your orders now.
R: I see a hostage.
R: I’m now going to defuse in the library.
R: I’m done, and I’m in the classroom.

Figure 1: Sample interaction with the system.

environment to satisfy arguments to commands, but take a
statistical approach that infers a plan through a probabilistic
graphical model incorporating the language of the command
and the available groundings.

Being able to adequately describe to an autonomous sys-
tem is, however, often only the first half of the problem.
The behavior of an autonomous system may still be puz-
zling to the operator, and thus an open avenue of research
is developing autonomous systems that can sufficiently ex-
plain their decisions and actions (Brooks et al. 2010). This
is particularly important for operators trying to understand
unexpected behaviors so they can maintain better control in
the future.

3 System Goals
The application domain for this system is an urban search
and rescue scenario where an autonomous mobile robot acts
as part of a team of humans working to explore the area
and react to the environment as required. The robot acts as
the commander’s subordinate, receiving orders and carrying
them out. The robot’s primary purpose is reconnaissance,
entering areas that may be unsafe ahead of human team
members. It is assumed that the commander and robot
will rarely be colocated. Interaction with the system is
implemented through a multimodal tablet interface that
acts as a conduit for both sending instructions to the robot
and displaying information about the remote situation and
environment.

In the sample interaction shown in Figure 1, the system
is asked to report when it encounters hostages, instructed
to defuse any bombs it finds, and given a set of rooms to
search. The system analyzes commands as they are given to
it, and when it is told to begin carrying out orders it forms
a plan from those commands and begins execution. The
robot maintains contact with the operator during execution,
informing the operator about anything it was explicitly
asked to mention in addition to anything related to the goals
it was given.

4 Architecture and Implementation
The operator interacts with the system using a tablet com-
puter, currently an Apple iPad. The system is comprised of
modular software subsystems which were assembled into a

3



Feedback	  on	  understanding	  
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Figure 4: The robot generates a map of the environment in a
fronter-based exploration scenario.

which can be used by the system for planning. We created
an automated system to identify regions using an algorithm
(Fabrizi and SafÞotti 2000) which uses a process of dila-
tion and erosion of walls to determine distinct places within
the world, and a process called water-shedding to determine
their connectivity to each other. An example of such regions
being identiÞed as the robot explores is shown in Figure 4.

5 Examples of System Usage
We now demonstrate the system in a scenario where a per-
son acting as the commander used a real robot to simulate a
search and rescue scenario. Before retrieving the hostages,
the commander needed to search the building for bombs.
Hostages, bombs, and users were represented as boxes with
Þducial markers in the scenario to provide a simple simula-
tion of perception.

5.1 Known Map
The interaction shown in Figure 5 demonstrates how the
commander speciÞed a plan to the robot and received feed-
back as the robot understood each command, with corre-
sponding line numbers. The commander Þrst issued a stand-
ing order for the robot to notify the commander when any
hostages were seen (line 01). When the robot was told to
look for a particular human collaborator, the robot inter-
preted the commands as requiring a search of all rooms in
which the user could be present. The request to get the de-
fuser from the the user and bring it back here shows how
the system can give information about how it resolved com-
mands to the commander. When the commander says Òhere,Ó
the robot resolved it to its current location, the hall. This in-

01 Commander: Tell me if you see any hostages.
02 Robot: IÕll let you know if I see a hostage.
03 C: Look for User 2 in the library and the classroom.
04 R: Got it. IÕll search the library and search the classroom.
05 C: Get the defuser from User 2 and come back here.
06 R: Got it. IÕll retrieve the defuser from user2 and go to the
hall.
07 C: Make it so.
08 R:Understood. IÕm carrying out your orders now.
The robot searches the classroom and does not find the user. It
then searches the library, identifies the user, and begins to get the
defuser.
09 R: IÕm now going to get the defuser in the library.
In addition to the language notification, an icon showing the lo-
cation of the user is shown on the operator interface along with
a picture of the user captured by the robot. After getting the de-
fuser, the robot returns to the hall.
10 R: IÕm done, and IÕm in the hall.
11 C: Disarm the dynamite.
12 R: IÕm sorry, I didnÕt understand that at all.
13 C: Defuse the dynamite.
14 R: Sorry, I donÕt know anything about dynamite.
15 C: Defuse the bombs.
16 R: Got it. IÕll defuse all bombs.
17 C: Search the lab.
18 R: Got it. IÕll search the lab.
19 C: Make it so.
20 R: Understood. IÕm carrying out your orders now.
The robot drives to the lab and searches it, finding a hostage but
no bombs. The robot displays a picture of the hostage on the op-
erator’s interface.
21 R: I see a hostage.
22 R: IÕm done, and IÕm in the lab.
23 C: Search the ofÞce.
The robot drives to the office and searches it, finding a bomb dur-
ing the search. It displays a picture of the bomb on the operator’s
interface.
24 R: IÕm now going to defuse in the ofÞce.
The robot defuses the bomb and then completes its search of the
room.
25 R: IÕm done, and IÕm in the ofÞce.

Figure 5: Interaction with the robot before and during plan
execution.

ference is made explicit so the commander has the ability to
correct any misunderstandings.

When the commander completed giving orders (line 07),
the robot formed a plan and began to execute it. The robot
did not inform the commander of every action taken, in-
stead only notifying when it was explicitly asked to (i.e.,
hostages), if it acted on a standing order, or when it com-
pleted its mission. When the robot identiÞed the user and
requested the defuser, the commander was notiÞed. After
completing the mission, the robot informed the commander
that it was idle.

Not every interaction results in successful understand-
ing. Once the robot had the bomb defuser, the commander
needed to instruct the robot to use it to defuse bombs. In
cases where the system was able to extract nothing of use
from the utterance, in this case because VerbNet did not con-
tain an appropriate form ofdisarm, the system reported that
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Summary	  
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•  SLURP	  provides	  a	  reusable	  core	  of	  features	  for	  situated	  
language	  understanding	  

•  Code	  publicly	  released	  
•  Improvements	  in	  progress:	  

•  Improving	  robustness	  of	  seman'cs	  

•  Improving	  feedback	  quality	  

•  Addi'onal	  features:	  quan'fiers,	  filling	  in	  plan	  details	  from	  
knowledge	  base,	  mul'-‐robot	  control	  


