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ABSTRACT

Because of rapid developments in computer speed and memory over the last 2 decades,
the field of molecular dynamics (MD) has experienced explosive growth. The molecular
basis and computaticnally intensive nature of the MD technique render it particularly
effective for modeling systems of limited size and for studying short time scale phenom-
ena, This paper presents a critical review of recent MD developments in microscale
thermophysical engireering. Existing works on thermal conductivity, radiation-related
manufacturing, thermal convection, and other short length and time scale studies are
evaluated in detail. Limitations of MD and prospects for future development are also
assessed. Itis found that MD is well suited to study microscale topics such as thermophysical
properties of complex microstructures, thermal convection with size effects, and ultra-
short pulse laser melting.

NOMENCLATURE

ky  Boltzmann’s constant

N number of atoms

T, position of particle i

r; distance between particles i and j
I aspect ratio
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£ Lennard-Jones well depth parameter

D inter-particle potential

Vn  N-body potential

p dimensionless number density

o Lennard-Jones equilibrium separation parameter

1 INTRODUCTION

Devices and materials with ultra-small dimensions are becoming increasingly
important in modern technology. Films with characteristic dimensions on the order
of microns and below are critical components in integrated-circuit transistors,
quantum-well lasers, and microelectromechanical systems (MEMS). Also, thin
films of materials with favorable optical properties may play an important role in
the optical computing devices of the future [1]. Operating temperatures have a
significant impact on device and material performance in the above applications,
For example, heating adversely affects the operation of vertical-cavity surface-
emitting lasers [2] and edge-emitting lasers [3], and temperature strongly influ-
ences the short time scale optical properties of porous silicon films [4]. In the
aforementioned length and time scales, the properties of materials and the dynamic
behavior of devices cannot be predicted with the conventional continuum theory.
To best understand phenomena at these scales, microscale engineering techniques
that account for molecular motion must be developed. Additionally, there is an
urgent need to bridge microscale engineering and conventional macroscopic con-
tinuum engineering and to determine regimes of applicability for each approach.
Several approaches exist for molecular-scale simulations, such as lattice dynamics
[5], Monte Carlo simulations, and MD simulations. In this chapter, the review
focuses on molecular dynamics simulations in microscale thermophysical engi-
neering. Concerning the development of MD in fluid mechanics, there is a good
review paper by Koplik and Banavar [6].

1.1 Short History of MD

Molecular dynamics is a computational technique that simulates the behavior of
materials by solving Newton’s classical equations of motion for a set of molecules.
This was first accomplished, for a system of hard spheres, by Alder and Wain-
wright [7]. Following Verlet’s success in solving the equations of motion for a set
of Lennard-Jones (LJ) particles [8], the properties of the LJ system were well
explored (e.g., [9]). After this initial work, the scope of MD simulations was
broadened beyond the LJ model. Several early researchers developed interatomic
potentials to model different materials, such as diatomic molecular liquids [10],
water [11], flexible hydrocarbons [12], proteins [13], and silicon [14]. Others
advanced the field of nonequilibrium MD, a method useful for direct calculation
of transport coefficients such as thermal conductivity [15]. Some workers studied
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hase transitions and behavior at interfaces [16]. Still others have studied the
yibrational and thermophysical properties of nanoscale systems [17,18]. More
early works related to the above development can be found in the book by Allen

and Tildesley [19].

'1.2 Advantages of MD

Molecular dynamics simulation provides a route from microscopic details of a
Isyslem such as atomic interactions and molecular geometries to macroscopic prop-
erties of engineering interest such as transport coefficients and structural order
parameters. Knowledge of these properties in microscale systems are especially
important in phonon engineering, which is the design of materials with desired
thermophysical properties. Additionally, computer simulation provides a way to
access extremes of temperature and pressure that are difficult or impossible to
explore with experiments. Quite subtle details of molecular motion and structure are
difficult to probe experimentally, but can be extracted readily from a MD simulation.

1.3 Lattice Dynamics, Monte Carlo Method, Boltzmann Transport
Equation, and MD

Popular particle-based approaches for calculating material properties are lattice
dynamics (LD), the Monte Carlo method (MC), the Boltzmann transport equation
(BTE), and MD. The LD method [5] calculates vibrational frequencies of the
dynamical system of interacting atoms comprising a solid lattice. An important
disadvantage of this method is its limitation to the study of solid materials. Another
disadvantage is that systems with defects and other irregularities are not easily
treated, because inverting the dynamical matrix and solving far the particle positions
becomes especially cumbersome in such systems. Monte Carlo determines particle
trajectories using statistical molecular collision probabilities. This method is advan-
tageous in treating a large-scale system if reasonable particle collision probabilities
are provided, because it does not involve intensive force calculations such as those
required by MD. Monte Carlo is also easier to implement for systems in which it is
difficult to extract the intermolecular force law from the potential function, such as
those composed of molecules that interact through discontinuous forces or in those
where the potential function is a complicated multidimensional surface.

Because it is based on physical particle-particle interactions, MD has a stronger
physical basis than statistical approaches such as MC and BTE. The use of a good
interaction potential, however, is required to make reasonable predictions from MD.
This method can provide information about collision dynamics, which is the most
unknown quantity in MC and BTE. For determination of simple equilibrium prop-
erties such as the pressure in atomic fluids, MC and MD are equally effective.
Molecular dynamics, however, is more efficient in evaluating properties such as heat
capacities and interfacial properties, and it provides access to dynamic quantities
such as transport coefficients,
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2 FRAMEWORK OF MD

Much of the molecular dynamics research in the literature employs the classic
Lennard-Jones (LJ) argon-type potential model to describe interactions between
pairs of atoms. The LJ potential, described in more detail in Section 3.1, has a
simple two-body form that results in much shorter simulation times than more com-
plex potentials.

In MD simulations of materials, the first thing that must be done is to determine
the size of the system that is to be studied. Even the largest MD simulations [20] can
only model domains on the order of tens to hundreds of nanometers. To address this
problem for bulk material simulations, periodic boundary conditions are used. In this
scenario, the actual simulation cell of a small number of atoms is essentially repeated
infinitely in all directions. Increasing the number of atoms in the computational
domain will produce “‘bulk” results that are more realistic [21], but there is a point
of diminishing returns at which the additional computational cost brings only incre-
mental improvement in the calculated values.

To choose the optimal simulation cell size, one must consider two important
factors. The first consideration is the speed and storage capacity of the computer to
be used. A conventional workstation can simulate systems on the order of thousands
of atoms and smaller in a reasonable time. Here, “reasonable time” is defined as
shorter than a few days. The actual duration of the simulation depends not only on
the number of atoms in the computational domain, but also on program optimization,
competition for CPU time from other users, the number of time steps needed to
observe the phenomenon of interest, and the frequency and quantity of writing data
to files.

The other important consideration is the state and temperature of the system. In
fluid systems a cubic simulation cell of side 60, where o is the Lennard-Jones
equilibrium separation parameter, is usually big enough to capture the most of the
essential physics [19]. For solid systems, however, Lukes et al. [22] found that this
condition did not necessarily guarantee physically meaningful results. Long-wave-
length phonons in solids are artificially excluded in MD simulations of “bulk”
systems because spatial fluctuations with wavelengths larger than the simulation cell
size cannot be captured [23). At lower temperatures, the exclusion of long-wave-
length phonons is more pronounced. Lukes et al. [22] developed a criterion based on
the Wien’s law for phonons that indicates the minimum MD simulation cell dimen-
sions needed at a given temperature to yield physically meaningful results for solids.

An MD simulation starts by setting initial atomic positions and velocities and
calculating the initial interatomic forces by taking the derivative of the potential and
summing over all pairs of atoms. After initialization, the main program loop begins.
This loop should perform four primary functions. The first function is to advance the
difference equations of motion at every time step. The second is to calculate the
quantities of interest, which can include but are not limited to thermodynamic
properties such as free energy, pressure, and temperature. The third function is to
record information in data files at regular intervals for later analysis and for record
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seping- Finally, the program should monitor the stability of the system. The firstand
fourth functions are particularly important and are discussed in more depth below.

Many types of algorithms have been used to advance the difference equ ations of
@0’3"“ in MD simulations, but two of the most popular are Gear methods [24] and
ihlﬁ so-called “velocity Verlet” algorithm [25]. For more detailed discussion of the
merits and shortcomings of these methods as applied to MD, see Allen and Tildesley
19). The widely used velocity Verlet method is simple, convenient, and has low
gtorage requirements. To keep computation time reasonable, the common canvention
of a cutoff radius is employed in calculating forces. This means that only the
neighbors of an atom within a certain radius are included in the force calculations,
‘as faraway atoms have a negligible contribution to the total force on a given particle.
Such a convention should only be applied to systems in which atoms are subject to
short-range forces [19].

At the beginning of the simulation, it is common practice to allow the system to
evolve for a short time t0 allow it to reach an equilibrium state from its initial
configuration. After this equilibration, time averaging of the desired quantities then
begins, continuing for the duration of the simulation. Longer simulations are desir-
able because they provide better statistics and reduce variability of the data, but they
have the disadvantage of increased computational cost. Throu ghout the simulation,
parameters such as kinetic energy and potential energy should be tracked to provide
a check on the stability of the system. These quantities should remain constant for
systems at steady state. They will not be strictly constant due to the discontinuity in
potential energy experienced by atoms crossing the cutoff radius but will show some
fluctuation about a mean constant value. Fluctuations larger than one ten thousandth
of the total energy and/or a steady drift in the mean value of total energy Over time
indicate that there is some source of instability in the program. This often means that
the time step is too large. Stability is increased by using a smaller time step, but then
simulation time also increases due to the finer time mesh. A balance between stability
and computational cost must be made when choosing the time step. For dense fluids
and solids, a good guideline for the time step is that it should be on the order of one-
tenth the typical atomic vibrational period, and for dilute gases, the time step should
be a few times smaller than the ccllision time [15]. For argon-model systems, time
steps from 1 to 10 femtoseconds are commonly used.

The discussion above is geared toward equilibrium MD simulations (EMD).
Although transport is an inherently nonequilibrium process, transport parameters
such as mass diffusion coefficient, viscosity, and thermal conductivity can be ex-
tracted from EMD. This is done by calculating the equilibrium time correlation
function of the relevant flux operator and using this function in the Green-Kubo
formula [26] to obtain the transport parameter of interest. The problem with this
method is that time correlation functions represent the average response to the small,
naturally occurring fluctuations in the system properties. The response of systems to
large perturbations thus cannot be treated by EMD. Even for systems with small
perturbations from equilibrium, EMD is not ideal because the Green-Kubo formula-
tion requires long simulation times to obtain reasonable results.
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Nonequilibrium MD simulations (NEMD) address these problems. Such simula-
tions follow the same general framework as EMD, with the significant difference that
a modification to the program must be made to enforce the nonequilibrium condition.
Historically, NEMD has not been treated as thoroughly in the literature as EMD, but
it is the subject of increasing emphasis in more recent MD works. An advantage of
NEMD is that systems far from equilibrium can be studied because a much larger
fluctuation may be induced when compared with EMD. This causes dramatic im-
provement of the signal-to-noise level of the measured response [19]. Additionally,
NEMD is generally less computationally expensive than EMD [27]. This improves
the efficiency with which transport coefficients are calculated.

In NEMD studies, as discussed above, some method must be used to implement
anonequilibrium condition. One way of doing this, known as homogeneous NEMD,
is to add additional terms to the normal equations of motion for all atoms to simulate
the effect of a gradient. No true physical gradient exists in homogeneous NEMD
simulations, but the atoms behave, to first order, as if one does exist. The other
method, known as nanhomogenecus NEMD, is to maintain spatially separated
boundary regions in the computational domain, which impose a gradient of some
property such as concentration, velocity, or temperature. This method has the advan-
tage of being directly analogous to a real system subjected to a gradient. An important
disadvantage is that large gradients must often be imposed on the system to obtain
a high enough signal/noise ratio from the simulation.

For more background on NEMD, the excellent review by Hoover and Ashurst [15]
covers the early NEMD work through the mid-1970s, and the review by Hoover [28]
covers more recent developments. The discussion by Allen and Tildesley [19] is also
a valuable reference.

3 INTERMOLECULAR POTENTIALS

A comprehensive description of the constituent particles is the basis of micro-
scopic-level simulations of matter. This description depends on interatomic or
intermolecular potentials. Molecular dynamics generally adopts a classical point of
view, typically representing atoms or molecules as point masses interacting through
forces that depend on the separation of these particles. Precise description of the
intermolecular potential requires the knowledge of the relative orientation between
molecules [19]. In principle, the potentials are based on quantum mechanics
because of the overlapping of electron clouds. Quantum-mechanical calculation
supplies a way to solve the total energy of a system as a function of atomic
coordinates. The rigorous quantum mechanics solution is still extremely difficult
to obtain, although there are some such efforts in very small systems, using ab
initio or first principle MD methods [29-31]. A large computational effort is
required to accurately solve the Schridinger equation, so these methods are cur-
rently limited to the studies of static properties for systems only involving a few
tens of atoms. Hence, the empirical interatomic potentials, although generally not
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as accurate as the first principle methods, are more widely applied because they can
deal with much larger systems and can model static as well as dynamic properties
of systems [32]. They are a compromise between accuracy and speed and provide
a means of investigating problems that are currently beyond the purely ab initio
approach. The following sections discuss empirical and semiempirical potentials
and ab initio calculations in more detail.

3.1 Empirical and Semiempirical Potentials

A general form of a potential ® describing interactions among N identical particles
can be divided into one-body, two-body, three-body, and higher-order contributions
as follows:

®(1,2,...,N) = Zv,(q} + Zsz(q_r_j) + ZZZvJ(q,rj,r&) + ...

i i JoF k=i
+ Vy (50000 Ty) (1)

where r; is the position of the ith particle and the function v, is called the N-body
potential. To be useful, the component function v, should converge quickly to zero
with increasing N. The first (one-body) term represents external potentials such as
wall and external forces to which the system is subject. In many cases, this term is
absent. In principle, the second term, which describes the interactions between two
particles, is the beginning of the expansion. It is the simplest possible model. The
best-known two-body potential is the Lennard-Jones (LJ) potential,

o-f (]

where r; is the distance between particles, € is the energy parameter, and O is the
length parameter. This potential has a weakly long-range attractive tail of the form
~1/1%, a negative well of depth €, and a steeply rising repulsive wall at distances less
than r ~ ©. In application, the long tail is truncated at relatively short distances. The
well depth is often quoted in units of temperature as /k,, where kg is Boltzmann’s
constant. The LJ potential is a short-range interaction between particles and is
usually used to describe properties of liquids and gases for which polarization and
van der Waals forces are dominant in atomic bonding. This potential has been
used successfully to model liquid argon. One can find energy and length parame-
ters for other materials in Allen and Tildesley [19]. Many papers apply this
potential, as shown later in Tables | to 3, to gases, liquids, and even solids [33] due
to its simplicity.

Although pair potentials are very simple and can be directly applied to a com-
pletely arbitrary configuration of atoms, they do not accurately describe any but the
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simplest closed-shell systems. In particular, pair potentials are completely inappli-
cable to strongly covalent systems such as semiconductors [34]. For materials such
as silicon, which have complex interatomic interactions, potentials require three-
body or higher-order terms. The choice of potential determines the simulation
accuracy and the computational cost. The existence of more than 30 empirical silicon
potentials in the literature [35] shows the difficulty of building appropriate potentials
and the lack of specific theoretical guidance.

Most silicon potentials fall into either Stillinger-Weber (SW) [14] or Tersoff [34,
36-37] forms. The SW potential is a linear combination of two- and three-body
terms. The range of the SW potential is just short of the second-neighbor distance in
the equilibrium diamond lattice. The pair potential has a deep well at the first
neighbor distance to represent the restoring force against stretching sp* hybrid
covalent bonds [35]. The three-body term captures the nature of covalent sp? bonds
and favors the diamond lattice over close-packed structures. The fitting parameters
ased in this potential were determined from experimental properties of salid cubic
diamond and liquid silicon. Applications of the SW potential can be found in Tables
| and 2.

The Tersoff-type potential functions, which contain multi-body effects and are
environmentally dependent, are fundamentally different from the SW type. The
strength of the individual bonds is affected by the presence of surrounding atoms.
This feature makes the Tersoff potentials more time consuming than the SW poten-
tial in calculations because the coordination number of each atom must be deter-
mined in order to obtain forces between atoms at each time step. There are three
versions of Tersoff potentials [34,36-37]. Each version uses different fitting param-
cters to better reproduce particular properties of silicon. Comparisons of the various
silicon potentials have been made by Balamane et al. [32], Cook and Clancy [38],
and Halicioglu et al. [39].

Building a potential usually starts from physical intuition and theoretical guidance
combined with fitting parameters. One can improve the existing potential with more
flexible forms, more elaborate schemes, and more adjustable parameters. However,
too many adjustable parameters make it difficult to gain physical insight from the
simulation results. An alternative to fitting guessed functional forms is to derive
potentials by systematic approximation of quantum mechanical models [31]. Al-
though this approach has failed to produce superior models, important connections
between electronic structure and effective interatomic potentials have been revealed.

3.1.1 Ab initio Calculation

As mentioned previously, the algebraic functional form of intermolecular potentials
is determined by the measured properties of bulk materials. Although such empirical
potentials work well in many cases, sometimes they should be modified [40].
Moreover, when there is not enough experimental data to develop a good algebraic
empirical potential, there is no way to carry out MD simulations other than by using
theoretically obtained intermolecular potentials [41]. For materials such as amor-
phous indium phosphide [42] and especially for new structures or combinations of
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the elements, such a theoretical approach is required. Also when quantum effects take
an important role, for example, in chemical reactions [43] and photon absorption
[44-46], the transient molecular structure should be considered dynamically coupled
with molecular motion.

The growth of nanotechnology requires reliable calculations for small clusters of
molecules in place of the band calculations used for bulk materials because large
surface area and/or complicated atomic structures such as those found in superlattices,
quantum dots, and superfine particles cause fundamental changes in the properties
and behavior of materials. The electronic states and total energy of such structures
can be obtained by solving the Schrodinger equation. Such analysis yields fundamen-
tal characteristics of the material such as the intermolecular farces, the stable struc-
ture [47], and the optical properties [48—49]. This procedure gives a nonempirical
intermolecular potential and is called ab initio or first principle calculation because
it needs no empirical data except the atomic number of the target material.

Several numerical methods for calculating the electronic structure have been
developed to solve for the fundamental properties of materials. Using the molecular
orbitals (MO) obtained from these methods, approximate algebraic intermolecular
potential functions can be constructed for any combination of molecules. Because ab
initio calculation of MO is very time-consuming, especially for large molecules, it is
impractical to do this at each time step of an MD simulation. For this reascn, many
studies calculate the MO and intermalecular potential a single time at the beginning
of a simulation. The precalculated algebraic potential is then used for the entire MD
simulation. Of all the quantum calculation approaches used to determine MO, local
density functional techniques (LDF) have been the most successful. Such calcula-
tions require a significant amount of computational time because the calculations
should be performed iteratively until self-consistency of the electron density is
reached. Detailed explanations of this and other MO techniques are given in many
recent books, for example, Parr and Yang [50]). Commercial software packages are
also available for MO calculations on stable structures of base states and transition
states, vibration/thermodynamic property calculations, and ion structure calcula-
tions, but calculations for large systems of more than 100 atoms are still not feasible
[47,51]. The use of precalculated pair potentials obtained from MO methods is
expected to give more accurate results than empirical methods and also offers a
significant savings in computational time over methods thzat calculate transient
intermolecular potentials at every time step [52-57].

Car and Parrinello [58] derived an ab initio MD method that considers electronic
states by using the equations of motion of the wave functions. This explicit algorithm
makes it possible to calculate the full Schrodinger equation for the entire system and
to determine a new intermolecular potential at every time step. The Car-Parrinello
(CP) method takes less time than ab initio MO calculations but is still very
computationally intensive. The CP method is considered the most promising ap-
proach for obtaining realistic results for small dynamic systems without any empiri-
cal data. This method has been applied to many kinds of phenomena [59-62]. Also,
slightly modified techniques have been examined [63]. Other methods are being
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developed to incorporate the quantum effect appropriately and cfficiently for each
garget situation. Most microscale engineering phenomena can be divided into quan-
fum and molecular contributions, which can be treated separately [43,64-65]. Focus-
ing on the most dominant factor will bring a clearer understanding even for compli-
cated phenomena. For example, consideration of only the valence electron is still
enough to represent the essential physics in the case of photon absorption by alkali
metals [46,66). The decision whether ab initio calculation is necessary or not would
be most important for engineering applications.

4 EXISTING WORKS ON THERMAL TRANSPORT

Existing works on thermal conduction, radiation-related manufacturing processes,
and thermal convection are shown in Tables 1 to 3. Table 1 is a survey of MD
works on thermal conduction. For each reference, this table indicates the type of
MD simulation, the intermolecular potential used, and brief comments about key
aspects of the work. In nonhomogeneous NEMD, there are two different ap-
proaches, in terms of cause and effect, to calculate the thermal conductivity:
impose a temperature gradient to calculate the heat flux (AT — Q), or impose a heat
flux to calculate the resulting temperature gradient (Q — AT). Note that in Table
1, studies using nonhomogeneous NEMD are indicated as NEMD [cause — effect],
while homogeneous NEMD studies are simply listed as NEMD. Early
nonhomogeneous NEMD works focused on the AT — Q approach. The primary
issue in these studies was how to model the hot and cold walls. Methods such as
thermal reservoirs [15] and stochastic thermal walls [73,75] were developed to
impose temperature gradients. The approach Q — AT was used by Kotake and
Wakuri [33] and Tkeshaji and Hafskjold [85]. The advantages of this approach are
reported by Miiller-Plathe [95].

Early studies used simple intermolecular potentials such as hard spheres, soft
spheres, and the LJ potential for thermal conductivity calculations. Lee et al. [79]
used the SW potential [14] and the Wooten-Winer-Weaire a-Si model (WWW) [80]
to simulate heat conduction in bulk crystalline silicon and amorphous silicon, respec-
tively. After that, many other potentials were proposed for different materials. One
should note that the majority of the existing works are for gases and liquids, and only
a few deal with thermal conduction in solids. Allen et al. [17] and Dickey and Paskin
[18] performed simulations of nanoscale solid materials using the L] potential. The
vibrational and specific heat behavior calculated from these simulations corresponds
well qualitatively with experimental data. More recently, Kotake and Wakuri [33]
have shown for a two-dimensional solid system subjected to a constant flux that the
resultant temperature gradients sharply increase as the system width is decreased, and
Volz and Chen [97] found that solid silicon nanowires exhibit a strong reduction in
thermal conductivity when compared with the bulk. Also, Lukes et al. [22] have
observed unusual wave-like size effects on the thermal conductivity of a thin solid
argon-type film.
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Table 2 is a survey of the existing MD research on radiation-related material
processing and phase change phenomena. Works on melting before 1986 can be
found in the review by Allen and Tildesley [19]. Concerning the solid-liquid and
liquid-vapor phase-change thermophysics and transport, there are two recent review
papers by Carey [98-99]. One can see in Table 2 that the Lennard-Jones and
Stillinger-Weber potentials were overwhelmingly used before 1989, Clancy [110]
and Richardson and Clancy [112] adopted the embedded atom method (EAM) [111]
for metals, semiconductors, and metal alloys. They found that the thermal conduc-
livity was underestimated and the temperature gradient was overestimated due to the
neglect of the free-electron contribution to the transport properties. After 1993, short
time scale radiation heating was initially considered for argon-type solids and silicon
by using Lennard-Jones and Sti llinger-Weber potentials. Recently, ab initio MD [45]
and quantum MD [46,119] were employed to study the laser melting of crystal silicon
with 64 atoms and light irradiation of a few atoms, respectively.

Table 3 is a survey of existing literature on convection. All of these studies
consider two-dimensional flow systems. Rayleigh-Bénard (RB) flow, which is a
buoyancy-induced flow caused by heating the fluid at the bottom wall and cooling
at the top wall, is the primary topic of these works. Poiscuille flow [124] and Couette
flow [132] have also been studied. Hard disk, soft disk, and LJ potentials are the most
frequently used potentials in these studies. The ratio of channel width to channel
height, or the aspect ratio T, affects the pattern of vortex rolls for RB flow. Because
of limited computational power, the values of aspect ratio in the above studies were
less than 4. As in thermal conduction studies, a major issue in the MD simulation of
thermal convection is the modeling of thermal walls. Several different models for
thermal walls have been proposed. In conventional wall models, particles are re-
flected from an imaginary wall with velocities determined by the wall temperature
after reaching a defined spatial position. Instead of using this type of model, Khare
et al. [132] used a true physical wall with 256 atoms.

5 OTHER THERMOPHYSICAL ENGINEERING APPLICATIONS

In this paragraph, applications of MD other than those shown in Tables 1 to 3 will
be described bricfly. It is not intended to give a complete survey of each field. Rather,
a few studies are chosen to demonstrate the breadth of MD applications in microscale
thermophysical engineering.

5.1 Thermal Properties and Temperature Variation of
Mechanical Properties

The phonon density of states of high-temperature ceramic silicon nitride was inves-
tigated by inelastic neutron scattering and MD by Loong et al. [133], and the specific
heat calculated from the total density of states of a—Si;N, was in good agreement
with the measurements over a wide range of temperatures. Tang and Yip [134]
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studied the phonon dispersion curves, thermal expansion coefficient, and tempera-
wre variation of the elastic constant of p-SiC by MD.

5,2 Kapitza Resistance

An MD simulation was performed by Lumpkin et al. [135] to determine the thermal
poundary resistance between two dissimilar classic one-dimensional harmonic chains
of atoms directly. The phonon mismatch theory gives only an order of magnitude
agreement with the MD simulation results.

5.3 Thermal Disorder

The accurate analysis of both X-ray diffraction and extended X-ray absorption fine
structure spectroscopy data demands a proper understanding of disorder. Thermal
disorder arises from the temperature-dependent vibration of atoms within the sample.
MD was used by Edwards et al. [136] to explore thermal disorder in face-centered
cubic copper.

5.4 Vibration Cooling and Heating, Superheating, Temperature
Control of Clusters

MD simulations of clusters containing hundreds of naphthalene molecules were used
to investigate vibration cooling and vibration heating by Kim et al. [137] and Kim
and Won [138]. Broughton [139] showed by MD simulation that coated clusters
could be superheated above their internal pressure-corrected thermodynamic melting
points. An MD study of the high-temperature properties of Al(111) surfaces by
Bilalbegovic [140] revealed that after going through the superheating regime, melt-
ing occurs over the whole crystal in a narrow temperature range. Westergren et al.
[141] used MD simulations to investigate temperature control of unsupported clus-
ters using a noble gas atmosphere.

5.5 Viscosity

Viscosity is a fluid transport property that can be calculated by MD. Several early
works can be found in the survey of Ashurst and Hoover [142] and in Hoover et al.
[143] and the references therein. Recently, the temperature dependence of viscosity
was studied by Khare et al. [132] in simulations of nonisothermal planar Couette flows.

5.6 Interface Phenomena

The computer simulation of interface phenomena has been surveyed tharoughly by
Nicholson and Parsonage [144]. Henderson and van Swol [145] have simulated the
wetting of an LJ fluid against hard, smooth, rigid, and structureless CO, walls. Talbot
et al. [146] have simulated N, fluid adsorbed on a graphite surface.
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5.7 Phonon Transport in Crystals with Defects

Ozawa and Hiki [147] carried out MD simulations to investigate phonon scattering
in defective crystals at finite temperatures. Transport of pulsed phonons in a mass-
defect crystal was simulated to evaluate the thermal diffusivity of the crystal.

5.8 Mass Diffusion

Surface diffusion of Ge on Si(111) at high temperatures has been investigated with
MD by Allen et al. [148]. The simulations yielded evidence for high-temperature
island phenomena at picosecond time scales.

5.9 Nanoscale Phenomena

Understanding the variation of a material’s properties with size, form of aggregation,
and dimensionality is becoming important in the face of increasing miniaturization
of electronic and mechanical devices. Barnett and Landman [149], through ab initio
MD simulations, found that the electronic spectral and conductance characteristics of
the atomic-scale contacts in nanowires exhibit dynamical thermal fluctuations on a
subpicosecond time scale.

5.10 Deposition

Molecular dynamics is widely used in simulations of the deposition process. Kelchner
and DePristo [150] presented MD results for low-energy deposition of 5- and 10-
atom clusters on Pd(001) and Cu(001) substrates near 0 K. The growth of diamond-
like thin films on substrates was investigated by Kaukonen and Nieminen [151] by
MD. It was found that decreasing the substrate temperature and increasing the
substrate thermal conductivity at high deposition energies were found to favor
diamond-like properties.

5.11 Micro/Nanotribology and Friction

In developing low friction, durable surfaces for micro/nanotribology, MD simula-
tions have been conducted by Hayashi et al. [152] and Landman et al. [153] for a
better understanding of the atomistic mechanism of sliding friction. A spatial distri-
bution of local quasitemperature, defined by averaging over time, was found to be a
potentially convenient measure of heat generation and transport accompanying fric-
tion [152].

5.12 Reflow Process

It is important that aluminum films fill the grooves on silicon substrates for high-
density electronic devices. Saito et al. [154] used MD to calculate changes in the free-
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surface profiles of deposited aluminum films in a high-temperature reflow process on
flat and grooved substrates.

6 LIMITATIONS OF MD AND FUTURE DEVELOPMENT

The primary disadvantage of MD is that it is limited to short length and time scales.
Short time scales are typically not a concern unless very slow phenomena are being
investigated, but the short length scales treatable with MD pose a problem when
trying t0 model bulk materials. The use of periodic boundary conditions in bulk
materials, however, inhibits the occurrence of long-wavelength fluctuations. For a
cubic simulation domain of side L, the periodicity will suppress any density wave
with a wavelength greater than L. Thus, it would not be possible to simulate a liquid
close to the gas-liquid critical point, where the range of critical fluctuation is
macroscopic. The same limitations apply to the simulation of long-wavelength
phonons in modeling solids, where, in addition, the cell periodicity picks out a
discrete set of available wave-vectors in the first Brillouin zone [155]. Periodic
boundary conditions have also affected the rate at which a simulated liquid nucleates
and forms a solid or glass when it is rapidly cooled [156]. For short length scale
materials, the need to impose an artificial periodic boundary condition is removed in
the size-limited dimension(s). Hence, size-limited materials are natural candidates
for study with MD. Only for nanoparticles will the simulation be truly free of any
periodic boundary condition artifacts, because there are no bulk longitudinal or in-
plane dimensions as there are in nanowires and thin films. Despite the above remarks,
the common experience in simulation is that periodic boundary conditions have little
effect on the equilibrium thermodynamic properties or structures of fluids away from
phase transitions in cases where the interactions are short-ranged [19].

A number of MD simulations have been employed to explore the thermophysical
characteristics of small length scale materials. Thermophysical engineering appli-
cations, however, demand more practical studies on the simulation of metallic and
covalent materials. To be most realistic, simulations of these materials should
include the effects of electrons. There is much to be done with the new ideas for
electronic motion simulation begun by Car and Parrinello [58]. This approach is
very computationally intensive, however, and is subject to even stronger limita-
tions on temporal and spatial domain sizes than classic MD. For this reason, there
Is a clear need to broaden the scope of MD. Hoover [28] outlines several ap-
proaches that could be used to accomplish this. Unfortunately, these methods are
fully as time-consuming as in the solution of the partial differential equations of
continuum mechanics.

The first direction for future development of MD methods is to build up betler
potential models for semiconductors and insulators [157-158]. Another is to further
explore ab initio MD so that electron contributions, such as those in metals, can be
treated explicitly. Terakura [159] outlines three important goals of ab initio MD: (1)
to elucidate the electronic structures of complex systems efficiently, (2) to determine
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the stable structures of complex systems theoretically, and (3) to perform MD
simulations with forces acting on atoms that are obtained by first-principles elec-
tronic structure calculations.

In tandem with the development of better potentials and progress on ab initie
approaches, work can also be done to apply MD to situations for which it is especially
suited. For example, nanoscale and nanostructured materials are prime candidates for
study with MD due to their small dimensions. Molecular dynamics can handle the
nonuniformly distributed impurities, voids, cracks, and dislocations found in real thin
films and the complex geometries present in novel materials much more easily than
other approaches like MC and BTE. Irregularities can create localized, fractal, or
other types of vibrational modes in a material, calling into question the assumption
of pure phonon transport implicit in thermal studies utilizing MC and BTE. The MD
method can predict the qualitative features of heat conduction without any introduc-
tion of the phonon concept [160].

Numerous articles on topics such as density of states in microcrystalline and
glassy materials, phonon transport in crystals with defects, thermal disorder, and the
effect of intricate nanostructure on thermal conductivity show that MD is a good
technique for analyzing nanoscale phenomena in solid-phase materials. Further work
should be done to study such phenomena using MD. Short time-scale phenomena are
also a topic for further exploration. Molecular dynamics provides a way to ascertain
the behavior of materials at time scales that are often hard to access with experiments.
Only time scales on the order of nanoseconds and shorter can be treated in a
reasonable time by MD simulations, because the finite-difference schemes used in
such simulations require small time steps for energy conservation. The transient heat
conduction work of Volz et al. [93-94] and the study of silicon cluster annealing with
different cooling rates by Dubey and Gumbs [118] are good examples of short-time-
scale MD studies in the literature. Further studies in this area will help elucidate the
transient heating/cooling behavior of materials.

The MD literature on thermal convection is still limited. The results of existing
works agree with bulk behavior, such as RB flow, Poiseuille flow, and Couette flow.
More MD research should be devoted to study how coulombic forces, van der Waals
forces, electrostatic forces, and steric forces [161] influence the thermal convection
characteristics in size-limited flow configurations such as micro- and nanochannels.

7 CONCLUSION

Molecular dynamics is a valuable analysis tool for microscale thermophysical en-
gineering. The primary advantages of this technique are its adaptability to complex
materials, its ability to capture short time scale behavior, and its strong physical basis.
Its disadvantages include the suppression of long-wavelength density fluctuations,
the size limitation of the computational domain, and the long simulation times
required to model systems with sizes greater than a few nanometers. The existing
works primarily contribute to the studies of thermophysical properties and transport
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goexficients for bulk materials. The limitations of MD in simulating bulk materials,
powever, can be turned to advantage for novel nanometer-scale materials. Future
work should be done to apply this versatile, conceptually simple technique to micro-
and nanoscale problems where other experimental and analytical approaches are
difficult. Molecular dynamics is especially suited for the study of short time scale
phenomena and for the calculation of thermophysical properties of materials with
elaborate structures and compositions.
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