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Abstract

Molecular dynamics simulation is an increasingly popular technique for investigating the fundamental thermophysical processes that occur at small length and time scales. This article reviews recent molecular dynamics studies on thermal transport in nanostructures and molecules, short time-scale laser-material interactions, and liquid-vapor interfacial phenomena, and summarizes the various computational methodologies applied in these studies. Key directions for future research in these areas include clarification of physical mechanisms responsible for the unique thermal transport in nanostructures, incorporation of simplified quantum-mechanical techniques in the modeling of laser-material interactions, investigation of surface tension behavior in multicomponent fluids, and unambiguous determination of the Tolman length for curved interfaces.
1 INTRODUCTION

1.1 Need for Atomic-Scale Modeling

Many of today's materials, devices, and processes are approaching fundamental length and time scales below which certain macroscopic assumptions break down. For example, semiconductor superlattice structures in quantum-well lasers, due to their nanometer-scale characteristic dimensions and the dominant effect of interfaces, exhibit unusual electronic and thermal properties that cannot be predicted from conventional averaging of the properties of the constituent layers. Also, ultrashort-pulse laser material interaction studies reveal novel ablation phenomena related to the nonthermal processes occurring at femtosecond time scales. A better fundamental understanding of the physical phenomena occurring at small length and time scales is needed in order to design and analyze new devices and processes. Unfortunately, continuum phenomenological models are questionable in such regimes and theoretical analysis of these effects is often intractable for all but the simplest systems. Numerical simulation of the individual particles in a system, on the other hand, is a useful tool for capturing atomic-scale events and phenomena that affect the behavior of the system. Computational modeling in this regard provides analysis of the effects of extreme conditions and very short length and time scale phenomena that can be difficult to assess with experiments.

1.2 Quantum Material Modeling

Subcontinuum material modeling can be performed at varying levels of complexity, ranging from classical to fully first principles simulation. In cases where bond breaking, polarization, and electronic structure are important, sophisticated approaches based on quantum mechanics are required [11]. There are two primary classifications of quantum-mechanical methods: first principles (ab initio) and semiempirical.

1.2.1 Ab Initio Methods. Ab initio methods, the most fundamental quantum-mechanical modeling methods, are derived solely from the positions and atomic numbers of each atom in the system and require no adjustable parameters. They give the most accurate results of any simulation technique, but are extremely involved and can currently treat only on the order of 100 atoms. The most prominent ab initio methods are Hartree-Fock [2-4], which is most useful for quantum chemical studies of individual molecules, and density functional theory [5, 6], which has achieved wide success in solid-state physics [7]. The Hartree-Fock method expresses the total system energy in terms of the wave function of each electron, while density functional theory expresses it more simply in terms of the ground-state electron density of the system. Of the various techniques used to combine density functional theory and molecular dynamics, Car-Parrinello molecular dynamics [8] is the most widely used.
1.2.2 Semiempirical Methods. Semiempirical quantum-mechanical methods significantly reduce computational complexity by incorporating into the computations empirical parameters from experiments or ab initio studies. These methods are less accurate and less general than the full ab initio method, but can treat much larger systems while still retaining important quantum-mechanical features. Two widely used semiempirical approaches include the modified neglect of diatomic overlap (MNDO) method [9] and the tight-binding method [10]. The MNDO and subsequent related methods are primarily employed in studies of small organic molecules, while tight-binding methods are most useful for inorganic condensed matter, such as covalent and transition metal systems. For more detail on the above quantum simulation methods, the reader may find a good introduction in [7, 11].

1.3 Classical Material Modeling and Methods

Although much less involved than full ab initio methods, semiempirical methods are still intractable for systems larger than a few nanometers. Classical atomistic simulations are computationally much less expensive, and provide a convenient means for analyzing material behavior at these length scales in cases where electronic effects are not important. Such simulations are useful for modeling a wide variety of physical phenomena including solid vapor-liquid interfaces and atomic-scale friction [12, 13]. Classical simulation treats atoms as classical particles and calculates material properties based on the motions of these atoms. Key classical modeling techniques include molecular mechanics [14], which minimizes system energy to find the most stable structure; lattice dynamics [15], which yields dispersion relations given an intermolecular potential; Monte Carlo, first used by Metropolis and Ulam [16] and described in detail by Binder [17], which determines particle positions stochastically by analyzing randomly chosen movements and the associated potential energies of the new configurations; and molecular dynamics [18–20], which deterministically models the trajectories of particles that interact according to a force field or empirical potential using the classical equations of motion.

1.3.1 Molecular Dynamics Simulation. Molecular dynamics simulation (MD) is widely used by chemists, physicists, biologists, and engineers to examine structure, behavior, and mechanical and physical properties in a wide range of molecular and atomic systems. The primary advantage of this technique over the other classical techniques introduced above is that it can capture dynamical and transport processes in a physically meaningful way. The only parameters required in MD are initial positions and velocities of each atom in the system and an interatomic potential energy function. This function describes the attractive and repulsive interactions between atoms due to the nature of their overlapping electron clouds. Forces on atoms are calculated by taking the negative of the derivative of the interatomic potential with respect to position. The total force on a particular atom is determined by summing up its force interactions with all the other atoms in the system. For potentials
where long-range interactions are very small, the force calculation can be simplified considerably by neglecting faraway atoms beyond a certain "cutoff" distance. Given these forces and the initial positions and velocities, the atoms are marched forward in time. The resultant atomic trajectories can be analyzed and the data used to provide insight into microscopic and short-time-scale processes as well as to calculate physical properties of interest, such as thermal conductivity, atomic-structure factor, and surface tension. The main limitations of MD are that the results depend on the availability of a suitable intermolecular potential and that it is limited to small length and time scales. Nanoscale systems and processes whose characteristic time scales are on the order of nanoseconds and shorter are thus well suited to study by MD, but bulk systems can also be treated with an appropriate application of periodic boundary conditions.

1.3.2 Common Intermolecular Potentials. In general, the potential experienced by an atom may be divided into terms to include the energy on the atom itself due to an external field and the energy due to atomic interactions. The interatomic interactions may depend on contact between pairs, triplets, quadruplets, and higher combinations of atoms and therefore can be quite complicated. The particular form of the intermolecular potential depends on the nature of the bonding of a material. Potentials commonly applied to covalently bonded materials include the Stillinger-Weber potential for silicon [21] and the Tersoff-Brenner potential [22], which has been used extensively to model carbon and hydrocarbon systems. Metallic systems are typically handled using the embedded atom model [23] or the Finnis-Sinclair model [24]. Liquid water is widely treated using intermolecular potentials based on the single point charge (SPC) [25] or transferable intermolecular potential (TIP) [26] models. The classical, widely used Lennard–Jones (LJ) model
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(Figure 1), which describes well the potential energy interactions $\phi_{ij}$ between filled-valence shell inert elements as a function of interatomic separation $r_{ij}$, provides a convenient means to gain qualitative insight into the fundamental physics governing a broad range of material systems.

1.4 Scope

Molecular dynamics simulation is a broad and active field. The review presented herein focuses on MD studies that contribute to the fundamental understanding of thermophysical phenomena at small length and time scales. In particular, thermal transport in nanostructures and molecules, short-time-scale laser-material interactions, and liquid-vapor interfacial phenomena are treated. Works from the last five years and those not reviewed in other articles are covered. For further background on MD simulation and its application to microscale and nanoscale thermophysical engineering, the interested reader is referred to earlier works in the literature [1,12,13,18–20,27,28].

2 THERMAL TRANSPORT IN NANOSTRUCTURES AND MOLECULES

2.1 Thermal Conductivity and Temperature Calculation

Although MD cannot accurately capture electronic transport without invoking complex ab initio calculations, vibrational energy transport is relatively easy to examine and analyses of lattice thermal conductivity are commonly performed. The Green–Kubo method [29] is a popular thermal conductivity calculation technique based on equilibrium simulations of the heat flux autocorrelation function over a sufficiently long time period. Another technique is the homogeneous nonequilibrium technique [30, 31], in which artificial forces are added to the equations of motion to represent the effect of an external thermal field without the presence of a temperature gradient. A third technique is to impose a temperature gradient or, alternatively, a heat flux across the system of interest (Figure 2). Using the Fourier law, the heat flux and temperature gradient across the “regular” atoms are used to calculate thermal conductivity. Regardless of the particular technique used, the temperature or local temperature of the system must be known. As long as local thermodynamic equilibrium exists, or in other words if the local velocity distribution is Maxwellian, a local temperature can be calculated from the squares of the velocities of the atoms in the region. The steady-state temperature may be described by an average over an appropriately chosen ensemble of atoms, or equivalently over an adequate time period as is carried out for these MD simulations.
2.2 Dynamic Structure Factor Calculation

Molecular dynamics simulations provide information about time-dependent quantities that fluctuate about a mean value. These random fluctuations occur due to the continuously changing interactions among atoms and redistribution of energies. Recording and studying the fluctuations reported via MD simulations allows other important sources of information about the system to be collected. One such parameter of interest is the dynamic structure factor, which provides an examination of the nature of the distribution of atoms as a function of time. In terms of probability, the dynamic structure factor measures the probability that at time \( t + dt \), an atom is at a particular distance (or wave vector) from an equilibrium value, given that the same atom was at the equilibrium value at time \( t \). In reciprocal space, the dynamic structure factor \( S(q, t) \) may be evaluated by the following relation \[1\]

\[
S(q, t) = \frac{1}{\tau_{\text{max}}} \sum_{t_0}^{\tau_{\text{max}}} \rho(q, t_0 + dt) \rho(-q, t_0)
\]

and \( \rho \), the density distribution function, can be determined by

\[
\rho(q, t) = \sum_j \exp[-iq \cdot r_j(t)],
\]

where the sum is over the group of atoms of interest and \( \tau_{\text{max}} \) is the maximum time over which the correlation is made. This is essentially the spatial Fourier transform of the number density. This requires that the position of each atom be recorded as a function of time throughout the simulation, thereby capturing the fluctuations in position of the system. In a simulation with periodic boundary conditions, there are only a set number of allowed wave vectors for which the dynamic structure factor can be calculated such that

\[
q = \frac{2\pi}{a} \left( \frac{n_x}{N_x} b_1 + \frac{n_y}{N_y} b_2 + \frac{n_z}{N_z} b_3 \right),
\]

Figure 2 Schematic of simulation cell for nonequilibrium thermal conductivity calculation.
where \( b_1, b_2, \) and \( b_3 \) are the unit vectors in reciprocal space, and \( n_x, n_y, \) and \( n_z \) are integer values from 1 to \( N_x, N_y, \) and \( N_z, \) which correspond to the number of atoms in each of the respective directions. Performing a Fourier transform of the dynamic structure factor from time to frequency space gives \( S(q, \omega) \). This parameter may be measured experimentally by inelastic neutron scattering. A plot of the power spectrum of the dynamic structure factor \( |S(q, \omega)|^2 \) for any allowed value of \( q \) should demonstrate peaks that correspond to an allowed frequency at that particular wave vector. In other words, this plot provides information about the dispersion relation of the atomic system studied via MD simulations. Information regarding the dispersion relation is useful as an input for Monte Carlo simulations. Moreover, it provides insight into the nature of the atomic vibrations, and therefore may be used to help assess the impact of mechanisms such as miniband formation on thermal energy transport.

### 2.3 Individual Structures and Molecules

Thermal transport in materials with microscale or nanoscale characteristic dimensions deviates from that in bulk materials. For example, the thermal conductivity in molecules, such as carbon nanotubes, is significantly higher than in bulk carbon, while in nanostructures, such as thin films, superlattices, and nanowires, it is much lower than the corresponding bulk thermal conductivity. While there has been much research on nanoscale size effects in the past two decades, the particular physical mechanisms affecting thermal transport and the conditions under which they become important are the subject of ongoing debate. A variety of mechanisms, such as acoustic impedance and phonon spectra mismatch, miniband formation, and a corresponding phonon group velocity reduction, phonon tunneling, and interface scattering due to roughness, defects, or dislocations, have been proposed as contributors to the observed deviations. Lattice strain, commonly exhibited by symmetrically and asymmetrically strained superlattices, may also play a significant role in affecting thermal transport. Employing MD simulations to investigate thermal transport in nanostructures may provide insight into the significance and complexity of these mechanisms.

#### 2.3.1 Thin Lennard–Jones Films

Two recent papers have investigated thermal conduction in nanometer-scale LJ argon thin films. Lukes et al. [32] investigated thermal conduction size effects in three-dimensional thin films. In agreement with observed data and theoretical predictions, the results show that thermal conductivity increases with film thickness and that thermal conduction size effects are more pronounced at low temperatures. The calculated values are high by about 30%, which is reasonable given the fact that the only assumptions used in the calculations were the LJ intermolecular potential and constant thermal conductivity. The authors also enumerate practical guidelines for ensuring efficient steady-state simulations, including running data generation simulations for at least twenty times the estimated
thermal diffusion time of the material, increasing simulation time rather than particle number where feasible, and performing high-temperature simulations where possible. Xue and Stu [33], in their study of the time-dependent thermal transport in a two-dimensional LJ film, used a different metric to quantify when the system has reached a stationary state. To ensure that the simulator has sampled a representative region of phase space, they monitor both the instantaneous Boltzmann $H$ function and the translational order parameter of Verlet [34] for all the atoms in the system. These two parameters are single numbers that are related to the maximization of entropy and to randomization of atomic position, respectively, and it is easier to track their temporal evolution than that of the distribution of particle velocities. Although it may be more appropriate to monitor the $H$ function in regions of local thermodynamic equilibrium rather than over the whole system, the authors find an asymptotic approach to the value predicted from the Maxwell distribution and also find qualitative agreement with the order parameter behavior. Additionally, they find that steady state is approached much more quickly with the introduction of interfaces and void defects.

2.3.2 Silicon Nanowires. As a consequence of boundary scattering in one-dimensional nanowires, the thermal conductivity may be reduced beyond what might be expected in a thin film of similar material. Furthermore, other important phonon transport mechanisms may be responsible for influencing heat flow. While there have been a number of recent studies on thermal transport in nanowires, few of those investigations have utilized molecular dynamics techniques. Volz and Chen [35] first performed MD simulations to determine the thermal conductivity of square silicon nanowires. They employed the Stillinger–Weber interatomic potential and the Green–Kubo formulation to find a reduction of one to two orders of magnitude compared to bulk silicon. Their data are in good agreement with a standard Boltzmann transport equation (BTE) solution when a specularity parameter of 0.45 is used. Lu et al. [36, 37] used the equation of phonon radiative transfer (EPRT) with temperature and frequency dependent relaxation times to explain the MD results of Volz and Chen and demonstrated that the EPRT and MD data are in good agreement when a boundary specularity parameter of 0.35 was assumed. The authors suggest that the 0.35 value is more reasonable than the BTE value of 0.45 because more detailed relaxation time information was included in its determination. While insight into nanoscale thermal transport was provided by these investigations, no conclusive evidence was given to clearly explain the mechanisms responsible for the reduction in thermal conductivity.

2.3.3 Carbon Nanotubes. Molecular dynamics simulations of carbon nanotubes (CNTs) have been used extensively over the past few years to explore the unique behavior of these nanoscale molecules. To investigate the thermal properties of CNTs, the Tersoff–Brenner interatomic potential [38] is often employed in classical MD simulations, and the electronic contribution to thermal conductivity
is assumed negligible due to the low density of free carriers [39]. In 2000, Osman and Srivastava [40] demonstrated a peaking behavior of thermal conductivity of carbon nanotubes as a function of temperature using a nonequilibrium MD simulation with periodic boundary conditions. In contrast to recent experimental data on silicon nanowires [41], in which peak temperature increased with decreasing diameter, the peak temperatures from the simulations decreased with decreasing diameter. No dependence of peak position on chirality was observed. The explanation Osman and Srivastava offer for the shift is that smaller diameter nanotubes have larger minimum wave vectors, leading to more likelihood of wave vectors that exceed the Brillouin zone boundary and thus resulting in an earlier (lower-temperature) onset of Umklapp scattering. The authors also indicate that radial phonons provide the primary contribution to thermal transport in the nanotubes. Eerber et al. [42] used homogeneous nonequilibrium molecular dynamics simulations [31, 43] to determine the thermal conductivity of CNTs as a function of temperature. They demonstrated an unusually high maximum value of 6600 W/m·K at room temperature, which they attribute to very long phonon mean free paths. Like Osman and Srivastava, they also found a peak in temperature-dependent thermal conductivity. Results for a similar (10,10) nanotube using a simple nonequilibrium MD simulation from Osman and Srivastava [40], however, give a value of approximately 1500 W/m·K. One possible reason for this disparity is the difference in nonequilibrium simulation techniques applied: nonhomogeneous nonequilibrium MD [40] versus homogeneous nonequilibrium MD [42]. Another reason for the lower value found by Osman and Srivastava may be the finite size effect that results from the mean free path limitations on phonons created by defining the simulation cell between hot and cold baths. Macuyama [44] explored the finite size effect in CNTs by utilizing a nonhomogeneous nonequilibrium MD simulation along with free boundary conditions and applying a phantom heat-bath model to both ends of the single-wall CNT. His results demonstrate a general increase in thermal conductivity with CNT length from approximately 10–100 nm, but exhibit values an order of magnitude lower than Osman and Srivastava, who applied the same technique to tubes of comparable length using periodic boundary conditions. This discrepancy may be caused by the difference in boundary conditions used in the two simulations. Che et al. [45] were the only group to perform equilibrium MD calculations on CNTs, reporting a converged room temperature thermal conductivity of 2980 W/m·K.

2.3.4 Solid-Solid Interfacial Regions. Molecular dynamics is particularly suitable for investigating interfacial regions, and the application of this technique to systems where interfaces strongly affect thermal transport has become more widespread over the past few years. In 2000, Liang and Shi [46] carried out two-dimensional MD simulations to examine the effect of atomic mass and interatomic potential parameters on the thermal conductivity of Lennard–Jones superlattices. Volz et al. [47, 48] applied novel MD techniques to model a Si/Ge superlattice system and found that the thermal conductivity results for layer thicknesses of 23 and 33 Å corresponded well to experimental data. In 2002, Abramson et al. [49] per-
formed MD simulations to determine the effective thermal conductivity of simple Lennard–Jones heterostructures by varying key parameters, such as film thickness, numbers of interfaces per unit length, and interfacial strain. Of particular value was their insight into the critical contribution of interfacial strain to interfacial thermal conductance. Similar studies to investigate the role of strain on heat transport in nanostructures were also conducted by Piciu et al. [50] and Yang et al. [51]. Twu and Ho [52] utilized MD to examine conductance across the interface formed by two dielectric thin films. They found that low temperatures lead to a large temperature jump at the interface and that the interfacial resistance was greater for films with significantly dissimilar interatomic potentials and/or with a greater degree of disorder at the interface. Molecular dynamics was also employed by Daly et al. [53, 54] to calculate the thermal conductivity of GaAs/AlAs superlattices. Using a simplified model, they calculated the cross-plane thermal conductivity and attributed the reduction in thermal conductivity of superlattices with perfect interfaces to miniband formation [53]. In later work [54], they calculated the in-plane thermal conductivity of GaAs/AlAs superlattices. Even for perfect interfaces, there was a 10–20% reduction in the superlattice thermal conductivity as compared with the individual conductivities of the two films. This was explained, for most cases, as a modification of the group velocity (dispersion curve) of the superlattice. When interfacial roughness was introduced, a large reduction in effective thermal conductivity was experienced and agreement with experimental data was shown.

### 2.3.5 Solid-Liquid Interfacial Regions

It is important to note that interfacial thermal resistance first became a topic of interest with the pioneering work of Kapitza [55] in 1941 who discovered the existence of a temperature jump across a low-temperature liquid-solid interface. Due to the increasingly critical role of the liquid-solid interface in systems of nanostructures, investigations of interfacial thermal transport across this type of interface are gaining attention. Various recent studies have utilized MD to explore this regime [56–59]. Of particular interest has been the enhancement in thermal conductivity experienced by a suspension of solid nanoparticles in a liquid [60]. Kebinski et al. [57] employed MD to help determine the significance of various mechanisms influencing thermal transport characteristics in these nanofluid systems. They demonstrated that within the nanoparticle, transport was ballistic and involved multiple scattering events with the solid/liquid interface. Furthermore, they showed that the characteristics of this interface significantly affected the transmission of phonons. Moreover, Huxtaile et al. [59] experimentally measured the interface thermal conductance of carbon nanotubes suspended in surfactant micelles in water and compared their findings with a classical MD simulation. Their studies demonstrated that high-frequency phonon modes in the nanotubes undergo phonon-phonon scattering to generate low-frequency modes before being transmitted to the surroundings. They concluded that interface thermal conductance plays a very important role in determining the overall thermal conductivity of a network of nanotubes or of nanotubes embedded in a matrix material.
3 LASER-MATERIAL INTERACTIONS

3.1 Introduction

The interaction of lasers with solid materials is important in numerous applications including precision machining [61], medicine [62], thin-film deposition [63], and formation of carbon nanotubes [64]. Despite numerous analytical and experimental studies, much is still not understood about laser-material interaction and the resultant mechanisms of melting, vaporization, and ablation, particularly at picosecond time scales and below [65]. Recently, molecular dynamics simulation has been used to elucidate fundamental mechanisms of phase change [66] and thermomechanical phenomena [67] in laser-material interaction on a variety of materials including argon [66–69], silicon [70–75], carbon [76–79], metals [80–84], and organic materials [85]. Applications like laser thermal processing [74], phase change optical disks [86], and matrix-assisted laser desorption ionization mass spectrometry [87] have also been investigated using molecular dynamics. Other, earlier molecular dynamics studies of laser-material interaction are reviewed elsewhere [12, 13, 85, 88–90].

3.2 Implementation of Laser-Material Interaction in Molecular Dynamics Simulation

A key issue in molecular dynamics simulations of laser-material interactions is how to represent the excitation of the material by absorption of the electromagnetic wave. Below, the various mechanisms used to model the laser-material interaction are discussed.

3.2.1 Kinetic or Potential Energy Change. The simplest classical simulations typically neglect details of the absorption and model the interaction as a change in kinetic or potential energy of the molecules in the irradiated region. The kinetic energy addition is imposed by increasing the velocity of the irradiated atoms, while the potential energy change is manifested by using different potential energy curves for the irradiated atoms. Velocity rescaling is perhaps the simplest method of modeling the laser-material interaction, and has been widely used [83, 91]. Potential energy changes have also been implemented, for example by Kotake [92], and by Volz [68], who modeled absorption by argon of a photon in the case of no ablation or evaporation as a transition of a bound atom from its ground-state potential to an excited state potential energy curve.

3.2.2 Fictitious “Energy Carriers”. Classical simulations with a slightly higher level of sophistication represent the laser-material interaction through the use of discrete ‘energy carriers’ that propagate through the material [69, 74, 81]. These
carriers are neither photons nor electrons but rather are fictitious particles meant to model the lattice absorption as a discrete process. When an energy carrier collides with a molecule, the molecule absorbs its energy and undergoes an increase in kinetic energy. This method was initially introduced by Chokappa et al. [93] and later used by Wang et al. [74]. Kunnig et al. [81] modified this method by representing the carriers as “energy flux” particles that have energy but no mass, and they modeled the transport of these particles with Monte Carlo simulations. Perez and Lewis [69] modeled the irradiation as an exponentially decaying gas of carriers, which emit a “photon” upon collision.

### 3.2.3 Classical Electron Gas

To model metallic materials in a more accurate manner than that provided by the “energy-carrier” approach above, particularly at short time scales, it is important to account for the excitation of electrons resulting from irradiation and the resulting transport of energy in the electronic system. Hakkonen et al. [82] incorporated electronic transport into molecular dynamics simulations of laser-material interaction by using the two-step heating model for metals [94, 95] and combining it with the embedded atom intermolecular potential. In the two-step model, laser energy is absorbed by the free electron gas, which is treated as a continuum. Electron-electron thermalization occurs on the time scale of tens of femtoseconds, after which time the electron gas can be characterized by a temperature. This temperature is initially different from the temperature of the lattice of ions, as the characteristic time for transfer of electronic energy to the lattice occurs on the order of a few picoseconds. After this time, both the electron and lattice temperatures are the same. To represent energy transfer from laser-heated electrons to the lattice, Hakkonen et al. used an electron lattice coupling term as an additional contribution to the ionic equations of motion. The coupling coefficient in this term is proportional to the electron-phonon coupling constant, the difference between electron and lattice temperatures, and the reciprocal of lattice specific heat. The temperature of the electron fluid is simulated classically using a numerical solution to the two-step model.

### 3.2.4 Discrete Electronic Carriers and Photons

At the next level of complexity in modeling laser-material interactions, all of the energy carriers, including photons, electrons, ions, and atoms, are modeled as discrete particles. Transfer of energy among the carriers occurs during collisions. Laser irradiation is modeled as individual photons in the material, most typically according to Lambert law absorption [71, 80] where the local number of photons decays exponentially into the material. Such an approach is problematic during ablation, however, since local removal of material creates areas of reduced absorption and thus results in variable local intensities. Herrmann et al. [73] addressed this issue by simulating the transport of individual photons in the material as a random process, using literature values for single- and two-photon probabilities to model the likelihood of photon absorption. Absorption has been manifested in the simulations by altering the intermolecular
potential [73,80] or by the generation of electron-hole pairs that diffuse and later recombine nonradiatively to generate lattice heating within a small region surrounding the recombination location [71,73].

3.2.5 Tight-Binding Methods. Tight-binding methods, as discussed above, offer the simplest way to introduce quantum-mechanical electronic effects into molecular dynamics simulations. Wang et al. [78] used a tight-binding model for carbon to investigate laser-induced graphitization of diamond for short (femtosecond) and long (nanosecond) laser pulses. The occupancy of the electronic states is described in both cases by the Fermi–Dirac distribution. For the nanosecond irradiation, they treat the electrons as being at the same temperature as the lattice. For femtosecond irradiation they assume the electrons to be at a much higher temperature than the lattice, and this temperature is kept constant throughout the simulation. In a series of papers, Jescsche and colleagues also investigate ultrashort pulse laser interactions with carbon, investigating graphitization of diamond [77], melting of C_{60} [76], and ablation of graphite films [96]. In these works, they employ more sophisticated modeling of the electronic temperature and occupancy than that by Wang et al. to describe the time dependence of the potential energy surfaces found at the laser-excited states. This is done by using the Boltzmann transport equation to describe the time evolution of the electronic energy level occupancy. The electronic temperature decays toward that of the lattice, caused by carrier diffusion and electron-phonon interactions, is modeled in a relaxation-time approach. Following Parrinello and Rahman [97], they also allow volume changes in their simulations. This allows part of the energy pumped into the system by the laser pulse to be spent as expansion/deformation, which is more physically realistic than constant volume simulations that underestimate the degree of ultrafast melting. Using this combination of approaches, they find agreement with the experimental data of others on ablation thresholds and thus demonstrate the validity of tight-binding methods for ultrafast studies on carbon. Two recent tight-binding studies on ultrafast silicon ablation by Jescsche et al. [70] and Gambirasio et al. [72] have also been reported. In contrast to the former paper, which uses the approach described immediately above, Gambirasio and coworkers assume a single unchanging electron temperature and incorporate two-photon absorption effects. Despite these differences in implementation, both studies show similar good agreement between simulations and experiment [70], and simulations, experiment, and ab initio calculations [72].

3.2.6 Ab Initio Molecular Dynamics. The most rigorous way to model laser-material interaction is to apply ab initio simulation methods to this problem. Car-Parrinello molecular dynamics is only suitable for ground-state electrons, however, so Alavi et al. [98] developed an alternative density functional based molecular dynamics method that can treat systems with hot electrons. Silvestrelli and Parrinello [79] used this method to study laser-graphite interactions, and found that dramatic weakening of the covalent bond when electrons are sufficiently excited re-
sults in more rapid melting than that observed in their earlier simulations on silicon [99, 100]. They also observed qualitative agreement with experimental behavior observed at different laser fluences.

4 LIQUID-VAPOR INTERFACES

4.1 Introduction

The study of liquid-vapor interfaces is of critical importance in modern science and technology, and significant effort has been devoted to understanding interfacial structure and behavior in the past century. Due to the nanoscale thickness of the interfacial region, experimental observation of detailed interfacial behavior is exceedingly difficult. While an increasing number of experimental studies on liquid-vapor and particularly water-vapor interfaces (e.g., [101]) have appeared recently, statistical analysis and computer simulation methods are still widely used to gain insight into fundamental interfacial phenomena. Among these techniques, MD has proven to be a powerful and versatile tool. This section reviews recent developments in MD simulation of liquid-vapor interfaces, with a particular focus on surface tension and interfacial stability. Interfaces occur in planar (liquid film in vapor or vapor film in liquid), spherical (droplet or bubble), and cylindrical (liquid jet) geometries. The planar geometry is the simplest and for this reason the primary emphasis in the following sections is on planar interfaces, with the notion that most discussions there are also applicable to other geometries. The additional effects of curvature are also briefly discussed below. Detailed description of the simulation procedures can be found in recent review articles [12, 28] and references therein.

4.2 Previous Work

Since the early work of Chapela in the 1970s [102], tremendous progress has been made in MD simulation of liquid-vapor interfaces. This progress, in large part, has been driven by advances in computation. While most work in this area simulates monatomic LJ molecules [103–105], publications on MD simulation of polyatomic molecules interacting with complex potentials have emerged over the past few years. Examples include diatomic LJ molecules [106, 107], attractive hard-core Yukawa fluids [108], molten ionic solids [109, 110], water and aqueous solutions [111, 112], as well as organic molecules and polymers, such as dimethyl sulfoxide [113] and acetone [114].

4.3 Density Profile and Interface Thickness

The first step in simulating the liquid-vapor interface is to determine the density profile and from that the thickness of the interface. The typical density profile can be
expressed mathematically as [115]

$$\rho(z) = \frac{\rho_l + \rho_v}{2} - \frac{\rho_l - \rho_v}{2} \tanh \frac{2(z - z_e)}{d},$$

(4)

where \(\rho_l\) and \(\rho_v\) refer to the liquid and vapor densities, respectively, \(z\) is a position coordinate measured from the center of the film, \(z_e\) indicates the position of the equimolar surface, and \(d\) is the interface thickness. All of these parameters can be obtained from numerical fitting. Although the simulation process is very straightforward, a great deal of physics is needed to interpret the result. There exist two contributions to the interface thickness: one from mass diffusion (evaporation and condensation), and the other from surface waves (since density is calculated by taking averages over time and space). According to the statistical theory of capillarity, the magnitude of the surface wave contribution depends on two factors: temperature, because the wave is thermally excited, and surface tension, which can be calculated from simulation separately. The size of the simulation domain also influences the surface wave because it determines the longest wavelength that can be represented in the simulation. This, however, is an artificial effect and should be decoupled from the simulation results. Since the calculated surface tension also depends on the choice of simulation domain, as discussed below, such decoupling still remains a challenge.

### 4.4 Surface Tension

It is of great interest to calculate surface tension and to predict its behavior under the influence of external parameters. For example, the van der Waals theory of capillarity indicates that surface tension vanishes on the approach to the critical point [115]

$$\gamma(T) \sim \left(1 - \frac{T}{T_c}\right)^{\mu},$$

(5)

where \(T_c\) is the critical temperature. The many theoretical and numerical studies performed to obtain the exponent \(\mu\) [115, 116] have shown that the exponent falls in the range 1.0 – 1.5. In MD simulations, surface tension is typically calculated by integrating the local stress across the interface. Local stress is defined as the difference between the normal and tangential pressure components

$$\gamma = \int_0^\infty (P_N - P_T) d\zeta.$$  

(6)

In comparing the calculated surface tension with experimental data, it should be noted that a few parameters in the MD simulation procedure significantly affect the accuracy of prediction: cutoff radius and simulation domain size. In a homogeneous system, the choice of the cutoff radius is not very critical because long-range forces from all directions cancel each other. In interfacial studies where the local density changes by two orders of magnitude over a few nanometers, however, the choice of
the cutoff radius becomes important. Trokhymchuk and Alejandre [117] studied the effect of cutoff radius on surface tension as well as density profiles for a LJ liquid film. Their results indicate that the calculated value of surface tension increases as cutoff radius increases. Furthermore, the authors pointed out that the discrepancy between results from MD and Monte Carlo simulation (MC) is sometimes caused by the choice of insufficient cutoff radius. With a large cutoff radius, the discrepancy vanishes. Another factor that affects surface tension is the lateral dimension of the computational domain. All interfaces are subject to surface perturbations, which lead to surface waves. In the absence of gravity, the surface wave is then the capillary wave. Adopting the periodic boundary condition effectively excludes the existence of surface waves whose wavelengths are longer than the lateral dimension of the simulation domain $L$ and increases the calculated surface tension. Both statistical analysis [118, 119] and MD simulation [110, 120] have shown that the calculated surface tension can be related to the surface tension of an infinitely large surface by

$$\gamma(L) - \gamma(\infty) = \frac{a \ln L}{L^2}. \tag{7}$$

Here $a$ is a positive constant.

### 4.5 Local Stress and Thin-Film Stability

Recent MD simulations [105, 109] have confirmed that the liquid-film thickness does not significantly affect the calculated surface tension. Further exploration of local stress profiles [105] suggests that the local stress is distributed differently in films of varying thickness (Figure 3). Typically, the local stress profile peaks at the interfacial region and decreases to zero in the bulk vapor and liquid regions where the pressure is isotropic (Figure 3a). At small film thicknesses, the simulations of Weng et al. [105] show that local stress does not return to zero at the center of a liquid film and that liquid molecules there are, in fact, under a finite tensile stress. In other words, the two interfacial regions at the two sides of a liquid film appear to overlap with each other. Local stress at the center increases as the film thickness decreases further (Figures 3b–d). When the film thickness falls below a critical value, liquid molecules cannot sustain the high tensile stress and film rupture occurs. Since the liquid phase can sustain more stress than vapor, one can conclude that the vapor film in liquid is less stable than the liquid film in vapor. Molecular dynamics simulation of vapor films has been performed to confirm this conclusion [121]. The interface overlapping phenomenon that appears in liquid films does not occur in vapor films, and the critical thickness for the vapor film is found to be 10% larger than that of the liquid film. This conclusion is contradictory to the analyses from classical thermodynamics. Thermodynamically, the critical thickness only depends on the computational domain size (the longest wavelength), surface tension, and the Hamaker constant, all of which are believed to be identical in these two cases.
Figure 3 Nondimensional local stress as a function of film thickness: (a) thickest film, (b) thinner film, (c) still thinner film, and (d) thinnest film.

4.6 Multicomponent Systems

Understanding adsorption and distribution of foreign molecules at the liquid-vapor interface is critical to many chemical, physical, biological, and engineering problems. Its ability to reveal molecular-level structure makes MD simulation a valuable complement to experimental spectroscopic techniques [101, 122, 123] that have been applied to study interfacial phenomena. Numerous MD studies on this topic have been published in the past few years. Tomassone et al. [124] studied the dynamics of surfactants at liquid-vapor interfaces based on their solubility. Vioce et al. [112] studied the vibrational energy exchange during the incidence of diatomic molecules on the water surface. Mountain [125] simulated the concentration profile of acetonitrile at the interface between vapor and the water-acetonitrile solution. Jungwirth and Tobias [126] investigated the distribution of ions at the water-vapor interface. In the modeling of multicomponent systems, identification of intermolecular forces between unlike species is very important. When the two species are both LJ type, two common methods are used to model their interactions. One method is to apply the Lorentz–Berthelot combination rule [127]. The other is to use the same energy
and length scales $\epsilon$ and $\sigma$ to model like-like and like-unlike molecular interactions, but to introduce a parameter in the attractive term and vary this to modify like-unlike intermolecular attraction [124, 128]. For other types of molecules, such as water, the potential is modeled as the summation of the Coulomb interaction and an LJ potential [112]. Unlike the intermolecular interactions of LJ materials, the interactions in many other types of materials cannot be added pairwise and multibody effects must be considered. Another interesting issue is that, due to the limitation of computational power, in some simulations the cutoff radius is chosen to be relatively small. Although systematic studies on the effect of cutoff radius on surface tension and density profiles in LJ fluids have been performed [104, 117], such studies on Coulombic and other non-LJ systems are still lacking.

### 4.7 Spherical and Cylindrical Interfaces

Simulation work on liquid droplets in vapor started at about the same time as that on liquid films. One of the first papers in this area was published by Rusanov and Brodskaya in 1977 [129]. In contrast, MD simulations of vapor bubbles have appeared only in the past few years [130]. The major focus in MD studies of spherical interfaces has been to investigate the curvature effect on surface tension. Surface tension plays an important role in droplet condensation and bubble formation because the nucleation rate is an exponential function of surface tension. Thus, accurate prediction of surface tension is critical. Classically, the curvature effect is expressed mathematically by Tolman's equation [131, 132]

$$\frac{\gamma}{\gamma_{\infty}} = 1 - \frac{2\delta}{R_s} + \ldots,$$

where $\gamma_{\infty}$ is the surface tension value for planar interfaces, $\delta$ is the Tolman length, and $R_s$ is the radius of the surface of tension where the Young–Laplace equation applies

$$P_l - P_v = \frac{2\gamma}{R_s}.$$

Here $P_l$ and $P_v$ are the pressures inside the liquid drop and the bulk vapor, respectively. For bubbles, the two subscripts switch. It should be noted that the Tolman length depends on both temperature and curvature. Molecular dynamics simulation has shown that the Tolman length $\delta$ is positive for droplets and negative for bubbles, and has a value around or smaller than the LJ length parameter $\sigma$ [130, 133]. Although a well-accepted value of the Tolman length is still not available because the simulation results depend strongly on the cutoff radius chosen in the simulation. Investigations utilizing the density functional theory of nucleation, however, report that $\delta$ decreases with increasing droplet radius and becomes negative when the droplet radius grows beyond a certain size [134, 135]. Molecular dynamics studies of cylindrical interfaces have primarily focused on the stability condition of liquid jets in vapor. In the study of rupture time for stationary, infinitely long, circular, incompressible
liquid jets, qualitative agreement was found between MD simulation and prediction from the Rayleigh's classical study on linear stability [136, 137]. For liquid jets that are extruded from a nozzle, Moseler and Lindman's simulation indicated that thermal fluctuations play an increasingly important role on the breakup condition as the jet radius approaches the nanoscale, and failure to include the fluctuation effect causes the classical hydrodynamic model to disagree with MD simulation [138]. It should also be noted that as the jet radius fluctuates, the local surface tension will change due to the curvature effect, and this effect is not considered in the classical treatment.

5 CONCLUSIONS

Molecular dynamics simulation offers a microscopic route to understanding the fundamental thermophysical mechanisms that influence thermal transport in nanostructures and molecules, short-time-scale laser-material interactions, and liquid-vapor interfacial phenomena. Application of molecular dynamics to these areas has resulted in several important advances over the past five years. The size and temperature dependence of the thermal conductivity of nanostructures and carbon nanotubes has been explored, typically revealing increases in thermal conductivity with increasing characteristic dimension. For nanowires, comparison of MD to other thermal conductivity calculation methods, such as the Boltzmann transport equation and the equation of phonon radiative transfer, suggests that specularity parameters lie in the 0.35 – 0.45 range. Parameters, such as interfacial strain and superlattice layer thickness, have been investigated and demonstrated to play a significant role in superlattice thermal transport. Recent work on nanofluid systems indicates that interface quality and scattering of high-frequency phonons within the solid influence thermal transport across the solid-liquid interface and may also be important for thermal conduction in nanocomposite materials. Various methods for modeling laser-material interaction have been implemented, including changing the kinetic and/or potential energy of the irradiated atoms, utilizing the two-step heating model for metals to model the electron gas as a continuum, representing the atoms and electrons as discrete particles and modeling their interactions using Monte Carlo and Boltzmann transport equation techniques, and using semiempirical and ab initio quantum-mechanical methods. Metrics based on the Boltzmann H function and the translational order parameter of Verlet have been introduced as a convenient method to determine whether a simulation has reached steady state, which can be difficult and computationally burdensome to ascertain in nonequilibrium simulations using other techniques, such as monitoring particle velocity distributions. In the liquid-vapor literature, there is much current interest in the simulation of interfacial phenomena in diatomic, ionic, organic, and other complex fluids. For LJ fluids, MD simulations have demonstrated that surface tension increases with cutoff radius, but displays little dependence on liquid-film thickness. Calculations of local stresses indicate that the increasing overlap of liquid-vapor interfaces as liquid film thickness is reduced leads to high tensile stresses at the center of the film that result in film rupture. Classical predictions for
the breakup of cylindrical liquid jets neglect the important influence of thermal fluctuations, which have been shown by MD to become increasingly important as jet size decreases to the nanoscale.

6 FUTURE DIRECTIONS

The studies above highlight numerous directions for future work in the MD simulation of nanoscale thermophysical phenomena. More studies to clarify and quantify the effect of acoustic impedance and phonon spectra mismatch, minihard formation, group velocity reduction, phonon tunneling, and lattice strain on thermal conductivity would greatly benefit the understanding of thermal transport in nanostructures. Of particular interest is specific information regarding phonon-interface scattering. Initial strides in this direction have been made by Schelling et al. [139], who employed MD to illustrate dynamic phonon propagation and interfacial scattering events occurring at an ideal semiconductor-semiconductor interface. Interestingly, the transmission coefficients calculated from the investigation compare favorably with the acoustic mismatch model, but only for large wavelengths. Further investigation along these lines would help clarify the reasons for this wavelength dependence. Additional work to elucidate the disparities in magnitude and peak temperature dependence of carbon nanotube thermal conductivity simulated by various researchers should also be performed. It is not clear whether the calculated peaks have a physical basis or are an artifact of the finite simulation domain, and new studies would provide much information. Vicar utilization of semiempirical techniques, such as tight binding, which account for quantum effects in a computationally manageable way, are a key direction for future laser-material interaction studies. For liquid-vapor interfacial studies, a few fundamental issues should be addressed in the near future. The first issue is related to the cutoff radius. Although the sophistication of fluid models continues to increase, systematic investigation of the effect of cutoff radius and therefore of long-range forces, on surface tension and density profile is still not available for many complex fluids. If computational power advances in the near future do not allow sufficient expansion of cutoff radius, statistical methods should be developed to determine the long-range force correction. Surface tension calculation will remain a key topic, as it is the most important property of an interface in a single-component system. In multicomponent systems, there exists many different important phenomena that require further MD study, including the orientation of foreign organic molecules at liquid-vapor interfaces, which is critical to understanding Langmuir-Blodgett film deposition, and diffusion of foreign molecules from one phase to the other, which is important in biological and chemical reactions. For spherical interfaces, the Tolman length will likely continue to be a focus of investigation. The dependence of Tolman length on temperature, intermolecular potential, and interface curvature still needs to be unambiguously quantified. In addition to studies on droplets, the nanoscale interfacial phenomena in bubbles should also receive more research attention.
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