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Homework 2

• Covers distribution shift and uncertainty quantification
• Written homework focused on theoretical understanding

• Due Monday, March 18



Agenda

• Conformal prediction under distribution shift
• Composing conformal prediction sets
• Conformal structured prediction
• Uniform conformal prediction



Distribution Shift

• Given calibration data from the source distribution 𝑝 𝑥, 𝑦

• Want to perform well on a shifted target distribution 𝑞 𝑥, 𝑦 :

Pr! "!"# Pr# $,&∗ 𝑦∗ ∈ )𝑓() "%"# 𝑥 ≥ 1 − 𝜖 ≥ 1 − 𝛿

• Assumptions
• Given importance weight intervals 𝑤! ∈ 𝑤!"#$, 𝑤!%&  for each 𝑥!, 𝑦!∗ ∈ 𝑍()"
• Can be derived in the unsupervised domain adaptation setting under covariate 

shift and label shift assumptions
• Importance weights are bounded: 𝑤 𝑥, 𝑦∗ ≤ 𝐵 (can be relaxed)



Case 1: Known Importance Weights
• Assume 𝑤*  is known for each 𝑥* , 𝑦*∗ ∈ 𝑍+,-

• Algorithm
• Step 1: Use rejection sampling to convert 𝑍()" ∼ 𝑝 to 𝑍()"* ∼ 𝑞
• Step 2: Construct PAC prediction set using 𝑍()"*

𝑥+

𝐵 𝑤+

𝑥, 𝑥- 𝑥. 𝑥/

𝑍()"* =
𝑥+, 𝑦+∗ ,
𝑥,, 𝑦,∗ ,
𝑥/, 𝑦/∗



Case 2: Importance Weight Intervals

• Assume an interval 𝑤* ∈ 𝑤*-./, 𝑤*01  is known for each 𝑥* , 𝑦*∗ ∈ 𝑍+,-

• Algorithm
• Step 1: Choose the most conservative importance weight 𝑤! ∈ 𝑤!"#$, 𝑤!%&  
• Step 2: Construct PAC prediction set using 𝑍()" and 𝑤! !

𝑧.

𝑓(𝑦.∗ ∣ 𝑥.)

𝑧, 𝑧/ 𝑧+ 𝑧-

𝑊 = 𝑤+, … , 𝑤/

𝑤.%&

𝑤."#$
𝑤,%&

𝑤,"#$
𝑤/%&

𝑤/"#$
𝑤+%&

𝑤+"#$
𝑤-%&

𝑤-"#$

𝜏

𝑦!∗ ∈ 5𝑓0 𝑥! 𝑦!∗ ∉ 5𝑓0 𝑥!



How to Compute 𝝉?

• We have an algorithm that can evaluate a given 𝜏
• Idea: Do binary search on 𝜏 to find the best one
• Problem: The algorithm is random!
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How to Compute 𝝉?

• We have an algorithm that can evaluate a given 𝜏
• Idea: Do binary search on 𝜏 to find the best one
• Problem: The algorithm is random!

• Solution: Sample randomness before running binary search



Full Algorithm

𝑥+ 𝑥, 𝑥- 𝑥. 𝑥/
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Full Algorithm

𝑥+ 𝑥, 𝑥- 𝑥. 𝑥/

𝑍()"* =
𝑥+, 𝑦+∗ ,
𝑥,, 𝑦,∗ ,
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𝑤/"#$
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𝜏̂ 𝑍!"# =
arg	max

$
	𝜏 

subj. to	max
%

err 𝜏; 𝑍!"#, 𝑤 ≤ 𝑘 



Theoretical Guarantees

• Theorem
• Assume 𝑤 𝑥! ∈ 𝑤!"#$, 𝑤!%&  for all 𝑖 ∈ 1,… , 𝑛
• Then, 𝑓10 2!"#  is an 𝜖, 𝛿 -PAC prediction set with respect to 𝑞



Examples on DomainNet



Results



Obtaining IW Intervals

• How do we get importance weight intervals 𝑤* ∈ 𝑤*-./, 𝑤*01 ?
• Covariate shift: Need to use heuristics
• Label shift: Can get exact intervals



IW Intervals for Label Shift

• Recall that 𝑤 = 𝐶23𝑞, where

𝐶*4 = ℙ5 𝑓 𝑥 = 𝑖, 𝑦 = 𝑗 ≈ 𝑍 23 9
$,& ∈"

1 𝑓 𝑥 = 𝑖, 𝑦 = 𝑗 = :𝐶*4

𝑞* = ℙ7 𝑓 𝑥 = 𝑖 ≈ 𝑋 239
$∈8

1 𝑓 𝑥 = 𝑖 = <𝑞*
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IW Intervals for Label ShiL

• Recall that 𝑤 = 𝐶23𝑞, where

𝐶*4 = ℙ5 𝑓 𝑥 = 𝑖, 𝑦 = 𝑗 ≈ 𝑍 23 9
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IW Intervals for Label Shift

• Hoeffding’s inequality
• Let 𝑏+, … , 𝑏3 ∼&.&.5. Bernoulli 𝜇  be samples
• Let 𝜇̂ = 𝑛6+∑78+3 𝑏7 be the empirical mean
• Then, with probability at least 1 − 𝛿, we have

<𝜇 − 𝜇 ≤
log 2/𝛿
2𝑛



IW Intervals for Label Shift

• With probability ≥ 1 − 𝛿, the following hold individually:

:𝐶*4 − 𝐶*4 ≤ -.9 :/<
: "

    and    <𝑞* − 𝑞* ≤
-.9 :/<
: 8



IW Intervals for Label Shift

• With probability ≥ 1 − 𝛿, the following hold individually:

:𝐶*4 − 𝐶*4 ≤ -.9 :/<
: "

    and    <𝑞* − 𝑞* ≤
-.9 :/<
: 8

• Union bound: If Pr 𝐴* ≥ 1 − 𝛿*  for all 𝑖, then Pr ⋀* 𝐴* ≥ 1 − ∑* 𝛿*

• With probability ≥ 1 − 𝑑 + 𝑑: 𝛿, all of the following hold:
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-.9 :/<
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IW Intervals for Label ShiL

• With probability ≥ 1 − 𝛿, the following hold individually:

:𝐶*4 − 𝐶*4 ≤ -.9 :/<
: "

    and    <𝑞* − 𝑞* ≤
-.9 :/<
: 8

• Union bound: If Pr 𝐴* ≥ 1 − 𝛿*  for all 𝑖, then Pr ⋀* 𝐴* ≥ 1 − ∑* 𝛿*

• With probability ≥ 1 − 𝑑 + 𝑑: 𝛿, all of the following hold:

𝐶!" ∈ >𝐶!" −
#$% &/(
& )

, >𝐶!" +
#$% &/(
& )

    and    𝑞! ∈ (𝑞! −
#$% &/(
& *

, (𝑞! +
#$% &/(
& *



IW Intervals for Label Shift

• We need to bound J𝑤* −𝑤* , where 𝑤 = 𝐶23𝑞 and J𝑤 = :𝐶23 <𝑞

• Strategy: Abstract interpretation!
• If we have 𝐶 and 𝑞, then we could compute 𝑤 using Gaussian elimination
• If we have intervals around the entries of 𝐶 and 𝑞, then we can run Gaussian 

elimination on these intervals using abstract interpretation



IW Intervals for Label Shift

• Recall: Given a function 𝑓:ℝB → ℝ, its corresponding abstract 
transformer is a function :𝑓: NℝB → Nℝ such that if

𝑥C = 𝑓 𝑥3, … , 𝑥B     and    ⋀*D3B 𝑥* ∈ 𝛾 <𝑥*

• then we have

𝑥C ∈ 𝛾 :𝑓 <𝑥3, … , <𝑥B



IW Intervals for Label Shift

• Let Nℝ = ℝ×ℝ be the interval domain
• 𝛼 𝑟+, … , 𝑟7 = min

!
𝑟! , max! 𝑟! ∈ Xℝ

• 𝛾 𝑎, 𝑏 = 𝑎, 𝑏 ⊆ ℝ

• Then, we have:
• 𝑎, 𝑏 ]+ 𝑐, 𝑑 = 𝑎 + 𝑐, 𝑏 + 𝑑
• 𝑎, 𝑏 ]− 𝑐, 𝑑 = 𝑎 − 𝑑, 𝑏 − 𝑐
• 𝑎, 𝑏 ]× 𝑐, 𝑑 = 𝑎×𝑐, 𝑏×𝑑  (assuming everything is non-negative)
• 𝑎, 𝑏 ]÷ 𝑐, 𝑑 = 𝑎 ÷ 𝑑, 𝑏 ÷ 𝑐  (assuming everything is non-negative)



IW Intervals for Label ShiL

• Step 1: Compute :𝐶 and <𝑞

• Step 2: Use Hoeffding to obtain intervals :𝐶E1F, :𝐶E,G, <𝑞E1F, <𝑞E,G such 
that :𝐶E1F ≤ 𝐶 ≤ :𝐶E,G and <𝑞E1F ≤ 𝑞 ≤ <𝑞E,G with high probability
• Inequalities are interpreted elementwise

• Step 3: Run Gaussian elimination using abstract interpretation to 
obtain intervals J𝑤E1F, J𝑤E,G 
• By abstract interpretation guarantee, we have ]𝑤9&: ≤ 𝑤 ≤ ]𝑤9);

• Step 4: Run PAC conformal prediction with IW intervals



IW Intervals for Label Shift

• Theorem:	𝑓() "%"#  is an 𝜖, 2𝛿 -PAC prediction set with respect to 𝑞
• 2𝛿 comes from IW intervals + PAC property (and union bound)



Agenda

• Conformal prediction under distribution shift
• Composing conformal prediction sets
• Conformal structured prediction
• Uniform conformal prediction



Prediction Sets for Question Answering

What was the last time 
the cubs won the World 

Series before 2016?
1945



Prediction Sets for Question Answering

What was the last time 
the cubs won the World 

Series before 2016?

1945
1907
1908

…



Retrieval Augmented Question Answering

• Many applications of large language models rely on specialized 
sources of knowledge that are not present in the training data

• Retrieval augmented question answering
• Extract relevant knowledge from knowledge base (e.g., Wikipedia)
• Incorporate knowledge into query to generative model



Retrieval Augmented Question Answering

“…their first appearance since 
the 1945 World series…”

1945
What was the last time 
the cubs won the World 

Series before 2016?



Retrieval Augmented Question Answering

“…their first appearance since 
the 1945 World series…”

What was the last time 
the cubs won the World 

Series before 2016?

1945
1945
1945

…



Retrieval Augmented Question Answering

What was the last time 
the cubs won the World 

Series before 2016?

“…their first appearance since 
the 1945 World series…”

“…World Series championships in 
1907 and 1908”

“…improved in many areas 
during 2014…”

1945

1907
1908

2014

1945
1907
1908
2014

How to compose 
probabilistic guarantees?

𝜖+,-+.,/0# 𝜖12 𝜖 = 𝜖+,-+.,/0# + 𝜖12



Minimizing Prediction Set Size

• Challenge: How to choose 𝜖JKLJ1K+,- and 𝜖MN?

• Solution: Optimize them on a held-out optimization set 𝑍.OL
• Optimization variables are 𝜖<=><&=()" and 𝜖?@
• Given a candidate, compute conformal prediction thresholds: 
𝜏̂<=><&=()" 𝑍#A>; 𝜖<=><&=()"  and 𝜏̂?@ 𝑍#A>; 𝜖?@
• Objective is expected prediction set size: 
∑ B,D∗ ∈2%&' 𝐶10()'(*)!"# 2%&';G()'(*)!"# ,10+, 2%&';G+, 𝑥

• We use Bayesian optimization to optimize 𝜖JKLJ1K+,- and 𝜖MN



Experimental Results

• Dataset: SQuAD question answering dataset
• Similar results on TriviaQA and Natural Questions

• Model: GPT-3.5-Turbo
• Similar results on Llama 2 7B

• Consider both PAC prediction sets and traditional (marginal) 
conformal prediction

• Baseline: No Bayesian optimization



Prediction Set Size



Coverage



Compositional Conformal Prediction

• Approach generalizes to more complex model compositions
• For more complex data types, can use abstract interpretation to compose

• Another example: Object detection
• Output is obtained by composing region proposal network, bounding box 

regression network, object classification network
• Can use combination of previous techniques to obtain prediction sets



Examples on Object Detection
ground truth predicted

prediction set



Prediction Sets for Safe Visual Navigation



Agenda

• Conformal prediction under distribution shift
• Composing conformal prediction sets
• Conformal structured prediction
• Uniform conformal prediction



Conformal Prediction for Code Generation

• True program:

return fib(n-1) + fib(n-2)

• Generated program:

return fib(n-0) + fib(n-3)



Conformal Prediction for Code Generation

• True program:

return fib(n-1) + fib(n-2)

• Generated program:

return fib(n-0) + fib(n-3)

return fib(n-0) + fib(n-1)
return fib(n-0) + fib(n-2)
return fib(n-0) + fib(n-3)
return fib(n-0) + fib(n-4)
return fib(n-1) + fib(n-1)
return fib(n-1) + fib(n-2)
return fib(n-1) + fib(n-3)
return fib(n-1) + fib(n-4)
return fib(n-2) + fib(n-1)
return fib(n-2) + fib(n-2)
return fib(n-2) + fib(n-3)
...



Challenge for Code Generation

• Code genera_on produces a structured output

• Naïve predic_on set might contain thousands of programs!

• Idea: Compact representa_on of set of programs
• Implicitly represent predicZon set as a par9al program
• ParZal program represents set of all programs that can be obtained by 

compleZng it in some way



Prediction Sets as Partial Programs

• True program:

return fib(n-1) + fib(n-2)

• Generated program:

return fib(n-0) + fib(n-3)

return fib(n-0) + fib(n-1)
return fib(n-0) + fib(n-2)
return fib(n-0) + fib(n-3)
return fib(n-0) + fib(n-4)
return fib(n-1) + fib(n-1)
return fib(n-1) + fib(n-2)
return fib(n-1) + fib(n-3)
return fib(n-1) + fib(n-4)
return fib(n-2) + fib(n-1)
return fib(n-2) + fib(n-2)
return fib(n-2) + fib(n-3)
...



Prediction Sets as Partial Programs

• True program:

return fib(n-1) + fib(n-2)

• Generated program:

return fib(n-0) + fib(n-3)

return fib(n-??) + fib(n-??)



Prediction Sets as Partial Programs

• Strategy: Remove AST nodes un_l 
probability mass removed exceeds 𝜏

return fib(n-0) + fib(n-3)



Prediction Sets as Partial Programs

• Strategy: Remove AST nodes until 
probability mass removed exceeds 𝜏

return fib(n-??) + fib(n-??)



Computing Prediction Sets

• Formulate as optimization problem:

• We additionally impose constraint that number of holes ≤ 𝑚



Evaluation

• Dataset: APPS program synthesis dataset
• Similar results on text-to-SQL task

• Model: Codex

• Baseline: Greedy strategy for construc_ng predic_on sets



Prediction Set Size



Coverage



Example on SQL Query



Conformal Structured Prediction

• Approach generalizes to any structured prediction problem

• Examples
• Hierarchical classification
• Open-ended question answering



Agenda

• Conformal prediction under distribution shift
• Composing conformal prediction sets
• Conformal structured prediction
• Uniform conformal prediction



Recall: DistribuTon of 𝑧 = 𝑓 𝑦∗ 𝑥

𝑧

𝑝 𝑧

𝜖
𝜏∗

𝑧

𝐹 𝑧

𝜖

𝜏∗

e𝐹 𝑧 ≥ 𝐹 𝑧

𝜏̃
Guarantee: 𝜏̃ ≤ 𝜏∗



Uniformly Valid Conformal Prediction

• DKW Inequality (Massart 1990)
• Let 𝑃 be a probability distribution and let 𝐹 𝑥  be its CDF
• Given samples 𝑧+, … , 𝑧3 ∼&.&.5. 𝑃, the empirical CDF is

U𝐹 𝑥 =
1
𝑛
9
*D3

P

1 𝑧* ≤ 𝑥

• Theorem: With probability ≥ 1 − 𝛿, we have

sup
$∈ℝ

U𝐹 𝑥 − 𝐹 𝑥 ≤
log 2/𝛿
2𝑛



Uniformly Valid Conformal Prediction

• Input
• Calibration dataset 𝑍()" = 𝑥!, 𝑦!∗ !8+

3

• Error bound 𝛿

• Step 1: Construct CDF upper bound

[𝐹 𝑧 =
1
𝑛
9
*D3

P

1 𝑧* ≤ 𝑧 +
log 2/𝛿
2𝑛

• Step 2: Return 𝜏̃ = [𝐹23 𝜖  (caveat: need to use pseudoinverse here)



Uniformly Valid Conformal PredicTon

• Original guarantee: For all 𝜖, 𝛿 ∈ ℝ, we have

Pr
"!"#

Pr
$,&∗

𝑦∗ ∈ )𝑓R) "!"# 𝑥 ≥ 1 − 𝜖 ≥ 1 − 𝛿

• New guarantee: For all 𝛿 ∈ ℝ, we have

Pr
"!"#

∀𝜖	. Pr
$,&∗

𝑦∗ ∈ )𝑓R) "!"# 𝑥 ≥ 1 − 𝜖 ≥ 1 − 𝛿



Uniformly Valid Conformal Prediction



Agenda

• Conformal prediction under distribution shift
• Composing conformal prediction sets
• Conformal structured prediction
• Uniform conformal prediction


