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• Robotic knee prosthesis requires customization of high-dimensional control
parameters for each user.
•Manually configuring these parameters is time and labor intensive.
• Existing proposed solutions for personalized prosthesis control are either not

reliable or dependent on knowledge of prosthetists.
• Reinforcement learning is promising for auto-tuning prosthesis control[1];

however data efficiency and time efficiency are still needed for this application.

M OT I VAT I O N S

O B J EC T I V ES

•Develop an offline-online policy iteration based reinforcement learning
algorithm

• Validate its feasibility to obtain a policy for auto-tuning high-dimensional
prosthesis control to achieve normative knee kinematics.
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F U T U R E  WO R K

• The offline-online policy iteration based  RL  controller  was  a  
promising new  tool  to  solve  the challenge in tuning the robotic 
knee prosthesis control with human in the loop.

• The proposed approach was data efficient and time efficient, 
making its clinical application possible.

• Systematically test the approach on more human subjects.

• Investigate the feasibility to generalize the proposed method to 
other assistive wearable machines.
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