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Offline-Online Policy Iteration
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MOTIVATIONS

* Robotic knee prosthesis requires customization of high-dimensional control
parameters for each user.
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CONCLUSIONS

* The offline-online policy iteration based RL controller was a
promising new tool to solve the challenge in tuning the robotic
knee prosthesis control with human in the loop.
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* The proposed approach was data efficient and time efficient,

making its clinical application possible. -
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FUTURE WORK

 Systematically test the approach on more human subjects.

Normalized Stage Cost

* Investigate the feasibility to generalize the proposed method to
other assistive wearable machines.
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