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Abstract—We study fair allocation of resources in multicast networks  should not receive service at a rate higher than it can sustain.

with multirate capabilities. In multirate transmission, the session source Also, bandwidth should be Split famy between different ses-
hierarchically encodes its signal and the receivers subscribe to the appro- sions traversing the same link.

priate number of layers. The objective of the network is to distribute the

layers fairly. This can be attained either by computing the fair rates first, : o
and then using a scheduling policy to attain the fair rates, or by using a Multirate transmission can be used to accommodate these

scheduling policy which allocates the fair rates without computing them diverse requirements. It is possible to serve different receivers
explicitly. The first requires knowledge of system parameters like link of the same session at different rates, if multirate transmis-
bandwidth, which are not generally known to the link schedulers. The gjon js ysed. The service rate of a session in a link is equal
second approach is more realistic. We present a scheduling policy which h . f th . . d fth
allocates the fair rates without computing them beforehand. We have t_o the maximum of the sgssmn rgcelvers . OwnStream ot the
presented analytical and experimental results demonstrating the fairness link. Thus the same session receives service at different rates
of the resulting rate allocation. In addition to guaranteeing the fair rates, jn different links on its path. For this purpose, a source hierar-
this policy confines the packet losses to enhancement layers, and protects_, . . . . '
the more important base layers, when there is shortage of bandwidth. Chlcqlly encodes its s[gnal in Se\_/eral Iay_ers. The lowest .Iayer
Furthermore, this policy does not require any knowledge of traffic statis- CONsists of the most important information and all receivers
tics, is computationally simple, and is essentially local information based. of the session should receive it. Receivers can subscribe to
higher layers for successive refinement of reception quality at
the expense of additional bandwidth. If the path to a receiver
I. INTRODUCTION is congested, then it receives the base layer only, whereas a
Present day internet is moving fast from best effort servi geelver subscnbgs to a large ”“mb‘?r O.f layers if 'ts. data path
a lot of bandwidth. For example, in figure 2 receivgre-

to class based service. Different classes of users get diﬁercelves onlv the base laver. whereas receivereceives man
quality of service and are charged differently. Internet service y yer, cue y

providers would like to provide fair quality of service in themore additional layers. Incidentally, hierarchical coding is

same lass. Ao, o alocaton o esources guarances s 1 =2 7 5 L el he s e
minimum quality of service to all users. However, attaining ’ ' P

fair allocation of resources is a challenging problem in the ch-'de intelligible reception in presence of packet loss. Only,

rent day networking scenario. This is because fair aIIocati(gﬁception quality gradually degrades with increasing informa-

of resources in a link would depend on the congestion of tHEn 'OSS- SO the base layer provides crude infgrmatioq, while
other links as well. Consider the network shown in figure eception of higher layers enhance the reception quality. We

Intuitively fair resource allocation in link; would be2 units consider real time traffic in this paper.

for each session. However, sessiboan not use more thah Our objective is to split bandwidth fairly among different

unit on account of linke;. So the fair allocation would b8 sessions traversing a link, and also serve every receiver at

units for sessiorl and1 unit for sessior2. Thus the fair allo- a rate commensurate with the fair bandwidth share along its

cation in any link can only be determined with the congestiopath. The fair share may be different for different receivers

information in other links. of the same session. Consider figure 3 for example (ignore
The complications increase in presence of multicast capie notations likex(e;) andm(i, e;) for the time being). Fair

bilities. This is because of network heterogeneity. In a multrate allocation is3.75 for u; and3.25 for receiversu, andus

cast network, a single session has several receivers, and difeexeh. The data path of receives consists of links,, es, e5

ent receivers have different processing capabilities. Data patirde;. Link e5 is the bottleneck link in this case, as it has a

for different receivers have different bandwidth. In figure 2bandwidth of6.5 units to be shared between sessibrand?2.

receiverus receives information through’83 (45 Mbps) link,  Fair share in this bottleneck link &25 for both the sessions.

whereas another receiver of the same sessignis served Link es is the bottleneck for receivar; of sessionl and the

by a 128 kbps ISDN line. Receivet, is a28.8 Kbps mo- fair share for sessiohin this link is 3.75 after allocating8.25

dem, whereas receiver, is a100 Mbps ethernet. Service rateto sessior2. We adopt the notion of maxmin fairness[2]. A

of a receiver should not decrease because of the presenceaté allocation is maxmin fair, if no receiver can be allocated

other slow receivers in the same session. Again, a receiaehigher rate without hurting another receiver having equal or



lower rate. Maxmin fairness is a good notion of fairness and as

[14] points out, maxmin fairness satisfies many intuitive fair- e S g 0 e Session 2
ness properties in a multirate multicast network. ! AN
The usual approach is to compute the fair shares of the re- )

gewers and then determine the service order for pqckets In ﬁ/& 1. An example network demonstrating that fair share in a link depends
links so as to actually serve packets as per the fair rates. Weon congestion in other links. The numbers in brack@tsienote the ca-
have presented distributed algorithms for computing fair al- pacities of the respective links. For examplehas capacityt units.
locations in [15]. Now, there are many scheduling policies

which can attain any feasible rate allocation, once the rates are

known, e.g., fair queuing strategies[3], [4], [7], [9F]] How- ISDN (128 kaS/ “Ezmemet (100 Mbpg)
ever, these scheduling policies work only when the link sched- T3 (45 Mbps) [ s (45 Mbps)

ulers know the desired rates, or at least a ratio between the v Us
desired rates. But, computing the fair rates has several prob- Modem (28.8 kbps)
lems. Firstly, computation algorithms require exact knowl- Ua

que of S}’Stem parameters, “ke. link t.)andW|dth'. Now, ,bangi'g. 2. A sample network showing network heterogeneity. The network has
width available for real time traffic varies from time to time, ~one session with four receivers. The paths to the receivers have widely
depending on the service contracts between the network andvarying bandwidth.

the data traffic senders. In general, the schedulers at the nodes

may not have exact knowledge of this available link capacity. ) , .
fy_eg, only. Also, a session always gives priority to a lower

gyer packet over a higher layer packet.
We conclude this section with a review of prior work in

It is also necessary to exchange messages between neigh
ing nodes. This adds to the overhead, and this overhea

often non-negligible. ) : i )
To overcome these limitations we presersicheduling pol- multicast fairness. Tzengt al studies the problem of fair
allocation of bandwidth to multicast sessions under the con-

icy which attains the maxmin fair rates in a multirate, multi<"" 4 | -
cast network, without computing them beforehaméb such straint that all receivers of the same session must receive ser-

scheduling policy is known for multirate multicast networksYiCe at the same rate[18]. However this has the potential of

As opposed to the fair queuing strategies, this policy can opépgerwhelmlng the slow receivers and starving the fast ones.

ate without any knowledge about the actual maxmin fair rategUbensteiret. alhave formally shown that faimess properties

Our scheduling policy is geared towards attaining maxmin 2§ @ multicast network improves if multi-rate transmission is

rates, whereas the fair queuing strategies can attain any fe¥S€d instead of single rate transmission and have presented a

ble ratesonce the desired rates are know®ur scheduling centralized algorithm for computing the maxmin fair rates[14].

policy does not need to know the link capacities, and dod¥ell known network protocols for multirate multicast trans-

not assume centralized coordination or global information &iSSion, RLM (Receiver-driven Layered Multicast)[13] and
LVMR (Layered Video Multicast with Retransmissions)[11]

any computing processor. Also, this policy works in a multi ) ) X )
rate scenario where the source hierarchically encodes its $ig-N°t provide fairness among sessions[12]et al proposes

nal into several layers. Information contained in a higher lay&Scheme for fair resource allocation for muiti-session layered
packet is meaningful only if all the lower layer packets hav¥ideo multicast which strives to rectify this defectin RLM and

been successfully decoded. So, any multirate scheduling pbYMR[12]. The authors present empirical evidence that the
icy should first strive to attain low packet loss for the lowefCheMe improves faimess among sessions for networks with

layers, and use the residual bandwidth to serve the higher I&)¢!tiPle video sessions sharing only one link. But, there is no

ers. Our scheduling policy not only attains the maxmin faﬁxper|mental or analytical evidence that the scheme atta|ns.fa|r

rates for the individual receivers, but also offers different quaft/location for more complex networks, with sessions sharing

ity of service to different layers. More precisely, loss rates gi€Veral links with each other. In absence of further mecha-

the lower layers are negligible while those of the higher layAiSms; like elaborate scheduling policies, it may not be possi-

ers are somewhat higher. It attains this distinction without argf€ t0 establish conclusively that the scheme attains fair allo-

knowledge of the layer bandwidth. Catlon.of ra_ltes as per some well defined notion of fairness, like
We would describe the scheduling policy in greater detaif@@Xmin faimess for example.

later. The basic idea is to serve the sessions in a round robin

manner in each link. When a session is sampled, it may or may

not transmit a packet. The decision is based on the availabilityWe consider an arbitrary topology network wiffi multi-

of packets for transmission and the congestion downstreapast sessions ant/ receivers in all. A multicast session is

Since we consider multicast sessions, congestion of all linidentified by the pair(v, U), wherewv is the source node of

on the path of the session originating from the destination notlee session anf is the group of intended destination nodes

of the link must be considered. For example in figure 3, ther receivers. We assume that the traffic from neds trans-

decision to transmit a sessidnpacket in linke; during its ported across a predefined multicast tree to nodds.irrhe

round robin turn depends on the congestion in linkgndes. tree can be established during connection establishment phase

The same decision for sessi@ns based on the congestion inif the network is connection oriented or can be established by

II. NETWORK MODEL



Ve € %O | jth componentof” (r%) is strictly less than thgth component
———=sesion1 (v.{u, wp) Of (r7 < rj). The bandwidth allocations accordingare
o — , , o= seson2 (i) |ess even than those accordingitdn some sense. Refer to the
p u, network of figure 3 for an example of maxmin fair allocation.
As we have discussed before, loss rates should be different
for different layers under hierarchical encoding. This is be-
cause lower layers contain more important information than
mLg) ={u w} higher layers. Let layei emitted by a source consunig
units of bandwidth. Let the bandwidth allocated to a re-
ceiver be sufficient to serve all packets of the fikstay-
Fig. 3. Sessior consists of receivers; andus, and sessio@ has receiver €rs and a portion of the packets of tihe+ 1th layer, i.e.,
ug. The capacity constraint for linkg is max(r1,72) +raz < 7 and that Zf:1 bi <1 < Zf:+11 b;. In the ideal scenario, the receiver

forlink es isr2 + r3 < 6.5. The maximum rates avgefor sessiorl and . X
20 for sessior2. Hences1 < 5, rs < 5andrs < 20. The maxmin fair should receive all packets of the firtlayers and at least

allocation is(3.75, 3.25, 3.25) for receiversui, us andus respectively.
Under this allocation\1e; = 3.75 and1e; = 3.25.

n(e3) ={12}

ne,)= {1

mle) ={u}

k
7«-%7:111 fraction of packets of thé + 1th layer and pos-
sibly no packet from the higher layers. We will show that our
some well known multicast routing protocol like DVMRP[5],scheduling policy not only delivers packets in accordance with
CBT[1], etc. in an internet type network. the maxmin fair rates, but also attains the above loss rates for
To ensure fairness in a multirate network, we need to cothe layers, i.e., the first layers suffer negligible packet loss
sider fair rate allocation for the receivers separately, instead of ) =3 b
those for the overall sessions. We assume that every sou"i‘zts.'éJ the loss rate for the + 1th I(T;\)./er ISl — b N
i has a maximum ratg;. This maximum rate can be infinity, this case. ‘We assume that receiving a portion of the packets
if the source is greedy and desires to transmit traffic wheff & layer improves the reception quality as compared to re-
ever possible. Rate allocation is a-dimensional vector C€iving no packet of the layer. This assumption is realistic as
(PLLy oy Tlimys s Tils oo o3 Timis o s TNLy -« -3 PNy ), With packet Ios_s causes a graceful degradathn in S|.gnal qua!lty in
ri; being the rate allocated to théh receiver of theith ses- Many coding schemes[6]. For example, in [6] signal exhibits
sion. For simplicity we will use a single index, henceforth. A& reasonable enhancement in quality above the lowest layer
rate allocatior(r,, .. ., rys) is feasible, if the rate for every re- for 10% packet loss in the next higher layer. This transition
ceiver is less than or equal to the maximum rate for its sourdg.gradual up untill00% packet loss in the next higher layer.
Besides, total bandwidth consumed by all sessions traversf§@! time transmission in internet uses these coding schemes,
a link can not exceed the capacity of the link. Bandwidth corécause packet losses are frequent. If the fair rates can be com-
sumed by a session in a link is equal to the maximum of tH¥/téd, and the layer bandwidth are known at all intermediate
bandwidth allocated to its receivers downstream of the linkodes, then well known scheduling policies like fair queuing
Bandwidth consumed by a session in one link may be diffepirategies[4][3][7][9], MMRSP] can attain the fair rates and
ent from that in another link, as different receivers of the san®erve the appropriate layers. However, layer bandwidth may
session may have different bandwidth. Formally, a rate allocB0t be known at the intermediate nodes. More importantly rate
tion# = (r1,...ry) is a feasible rate allocation if computation algorithms require knowledge of system parame-
1. Rate allocated to any receivgiis less than or equal to tgrs like link capacities etc.[15]. Also, rate gomputatlon strate-
the maximum rate of its sessiani.e.,r; < p;, if j is a gies need frequent exchange of computation related messages
receiver of sessiof - between npdes, and th|s adds to Fhe overhead. Depending on
2. Also, ZiEn(l) maxjenminr; < Ci (capacity condi- the bandwidth constraint, this additional overhead may be un-
tion), ' acceptable. It would be useful to have a scheduling policy

wheren(l) denotes the set of sessions passing throu&fpioh serves the appropriate layers and attains the fair rates in
link 7, m(k,1) denotes the set of receivers of session multirate multicast networks, without computing the fair rates

downstream of link andC; denotes the capacity of link beforehand or assuming knowledge of layer bandwidth. We
I present the intuition behind the policy we develop in the next

Figure 3 illustrates an example network with a few capacit?facuon'
and maximum rate constraint.

A feasible rate vector is maxmin fair if it is not possible to
maintain feasibility and increase the rate of a receiver without
decreasing that of any other receiver which has equal or lowerntuitively, a simple round robin scheduling in every link
rate. More formally, a feasible rate allocatioh is maxmin should split link bandwidth fairly among all sessions travers-
fair if it satisfies the following property with respect to anying a link. However, this scheme has a deficiency, which we
other feasible rate allocatioff: if there existsi such that the explain below. A session traverses multiple links, and differ-
ith component of? is strictly greater thanthat ot (r} > r}), ent links offer different bandwidth to the session. The link
then there existg such that thgth component of*, 7} is less  which offers minimum bandwidth to a session is denoted as
than or equal to théth component of*, r; (r; < r;) andthe the bottleneck link of the session. For example, lirksand

IIl. BACK PRESSURE BASED FLOW CONTROL FOR
FAIRNESS



e2 are the bottleneck links of sessiohsind2 respectively in

figure 1. A session should not be served at a rate higher than B B4

that offered by its bottleneck link, in any link on its path. This 13

would cause congestion and packet loss in the bottleneck link. 123 €3 — sessionl
Also, a significant portion of the bandwidth of non-bottleneck Jo—&«& = - > session 2

links will be wasted in serving packets which do not reach the
destination. A simple round robin scheduling does not ensure
that the service rate of a session in any link on its path is equal
to that in its bottleneck link. Credit based flow control can be
used for conveying the bottleneck information |mpI|C|tIy. Fig. 4. We show a section of the network shown in figk(®;s). We assume
Hahne[10] used credit flow control for attaining fairness in " that both sessions transmit two layers only. We show the different queues
unicast networks. A credit valuéi() is decided apriori. The  atthe nodes. Herds;; is the queue of sessiarayer j packets waiting
basic idea is to keep track of the number of session paCketSfor transmission in linke, . The associated queues are shown in figure

waiting for transmission at the destination node of a link. FQf ; 1o serve a session if the number of packets of the session
example, the flow control strategy must keep track of the nury at jeast one of the links originating from the destination of
ber of session packets waiting at nod& of figure 1 for con- ;s |ess than the credit valud. For example in figure 3, the
trolling the flqw of sessior? in link er. If this number is less scheduler foe; keeps track of the number of sessibpackets
than the credit value and the session has packets for transmjgiting at/ for transmission ire; and the number waiting for
sion, then the session transmits a packet in the link, when itjg nsmission ires. If at least one of these is less th#n the
sampled. If this number is equal to the credit value, then th@neduler transmits a sessibpacket ine; in its round robin
session does not transmit even if it is sampled, and has_ Pagkmn. For the time being, we assume that the queue lengths
ets for transmission. For example, sesstowill not transmit 5t destination node of a link are known at the link scheduler,

packets in linke, if there arelV sessior2 packets af. Con- \yhich is normally at the origin of the link. We discuss this
sider figure 1 to see how credit based flow control works. S"%Ssumption later.

ple round robin offer® units of bandwidth to both sessiofs
and2 in e;. Now, e; serves sessidhat a lower rate per unit
time). Thus there will be an accumulation of sesskqrackets
at nodel and hence sessidhwill often not transmit packet
overe; even when it is sampled. Thus lirkg will serve the

Since service rate of a session in a link is equal to the max-
imum of the service rates of the links downstream, the source
of a link may receive packets at a rate higher than the link can
serve. For example, if link, serves sessiohfaster than link
es does in figure 3, then links will serve packets at a rate

session at f"‘ rate .Iower tli1an it otfrwl.er\r/]wse WOL;]Id' Now Ia(;;k equal to that ok, and consequently; receives packets at a
can transmit sessidhpackets at a higher rate than So node ;0 higher than it can serve. Thus, there will be packet loss

I will not have sessioi packets often, and this will reduce theat intermediate nodes (noden this example), since the node

transmission rate-ff)r sehSS|(1rpackets mei’}'] Inbfaclt, anyklll_nkk guﬁers are finite. Let the credit value B&. In the unicast
[ serves any sessiarat the same rate as the bottleneck link o ase, a link does not serve a packet if the destination node

the sesglon. . .. hasW packets. So there is no packet loss in the intermediate
Credit flow control presents some inherent complications,yes if the sizes of node buffers ané or greater. In our

for multirate multicast networks. We would first explain thg ase there will be packet loss as long as the buffers are finite.
d'mCUI_t'eS, and then present our approach n ov'ercomlng'trgéo, our task is to attain the maxmin fair rates in presence of
complications. The path of a session may consist of multipl, ket loss, and also to regulate the loss so that packets are
links originating from the same no'd(.e. F.or example, se§$|oqost from higher layers only. Again, this is because hierar-
traverses th”’ugh links, ande; 9r|g|nat|ng from nod.eI N chical transmission has the property that a layer yields useful
the network of figure 3. These links serve the session at dfﬁformation, only if packets from all lower layers have been

ferent rates. .AS a result, the number'of 'pac'kets. of the Salfrcessfully decoded. We attain this objective by using differ-
session, waiting at a node for transmission in different Imk@m priorities for different layers

are different. This number may be less than the credit value
for one link, but may be greater than the credit value in an-
other link. Consider figure 3 for example. It can happen that
the number of sessioh packets waiting at nodé for trans- We propose a scheduling policy based on prioritized round
mission in linke,4 is 2 and the same number for lindg is 10, robin with window flow control for multirate multicast net-
and the credit value i8. Thus it is not clear how credit flow works. Here,B; ;. ;) (t) denotes the number of laygmpackets
control can be used to determine when a link should serveobsession waiting for transmission in link at timet. Packets
session, and when it should not. Also the choice of the floaf the same session waiting for transmission in multiple links
control scheme should be such that the rate of a session inrginating from the same node, need not be stored in separate
link I is equal to the maximum of that in the links originatimemory location. So, the quantiti¢; .. ;s represent logical

ing from the destination node df Rate of session in link rather than physical buffers. A node needs to keep track of
e3 should be equal to the maximum of that in linksandes  By; ;1) (t)s for all layersk of all sessiong traversing through

in figure 3. We show that this can be attained by allowing any link{ originating from the node. Refer to figures 4, 5 and 6

IV. DESCRIPTION OF THEPOLICY



the destination of the link has less th&# sessioni pack-
ets of the corresponding layer. If so, the access link trans-
mits the packet, else it does not transmit the packet. If any
logical buffer at the destination of the link has session
packets of the corresponding layer (i.e., the logical buffer is
“full”), the packet is not added to the queue of packets wait-
By ing to be transmitted in the link and this packet is lost for this
B link. More formally, let session source wish to transmit a
Session 1 buffers L e, layerk packet at time over access link Access linkl trans-
mits the packet itning ;1) B(i k) (t) < W, wherer(i, 1)
is the set of links on sessianpath originating from the des-
tination node of access link When access link transmits a
session packet of layerk, it joins the queue for transmission
in all links in x(i,1), except those which already hateses-
sioni packets of layek. If B(; ) (t) = G, for some link
I' € k(i,1), the transmitted packet is not addedRg; ;) (t),
Fig. 5. We show the logical buffers of figute Note that a sessiohpacket i.e.,the packet is lost for link’ and receivers downstream of

may wait for transmission in both links, andes. It is not necessary to j/ . ) ] _ i
have separate copies of the packet waiting at the same node, as this fll L'Jr(lef I e (i0) B(”k’l’) (t) = W, then access link does

shows. This figure represents the logical queues only. The logical quel}&§ transmit the paCk?t- (Note thﬁlﬁnl'e_n(@l) Byi k) (t) can
may be maintained by pointers. Physical queue corresponding to thagd exceedV at any timet.) Refer to figure 3 for an exam-

logical queues is shown in figute ple. Here,k(1,e;) = {es}. So, access link; transmits a
Link e, layer j packet of sessionl at timet if By j.,)(t) < W.
Here, no packet transmitted oves is lost as packet trans-
mission takes place only whe(, ;.. (t) < G asG > W.
Packet loss can take place only whefi,!) contains more
than one links. We assume that the scheduler for likkows
ming e (4,1 Bk, (1), for all sessiong traversing linkl and
all timest. We will argue in sections V and VI that this as-
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: sumption can be relaxed.
Bq Now we consider the scheduling of non-access links. When
a link [ is ready to transmit a packet (which happens when it
pointer has finished transmitting the previous packet), it samples all

sessions traversing the link starting from the one after the ses-
sion last served. When a sessibiis sampled, it finds out
whether it can send a lowest layer (layigrpacket. It sends a
lowest layer packet if at the sampling timge

Link e, 1. there are sessianlayer1 packets waiting for transmis-
sioninlinkli.e., if B; 1) (t) > 0, and

Fig. 6. We show a physical buffer at node | of figuted5. We assume that 2. if the number of session |ayer 1 packets Waiting for
the switches are input queued. This physical buffer holds laperckets t . in linkl’ is | thaniv’ f £ t
of sessionl transmitted via linkeg, and corresponds to logical buffers, ransmission in fin IS 1€ss than or at least one

Bi14 andBy 5. Packets are replicated only at the transmission epoch. So, link I’ originating from the destination of, i.e., if
the buffer hold$ packets in all. Al need to be transmitted in lir and minl’en(i ) B(i L) t) < W.

only the last2 need to be transmitted in linky. The first4 have already P . .
been transmitted in links. Hence,B2(B(114)) contains2 packets and If s_essmm_can not transmit layet P?Cket_be(_:ause of the vio
B3(B(115)) containss packets in figuré. Every link maintains a pointer Ia}tlon of either of the abpve conditions, it tries to sgnd a next
at the first packet it needs to transmit. higher layer packet. If it can not send the next higher layer

packet, it tries the next and so on. In general, sessgends a
for examples. We assume finite size physical buffers. Henggyerk packet, if

memory limitations force; ;) (t)s to be less than or equal 1. it can not send a layer, ...,k — 1 packet,
to a quantityG, for all sessiong, layersk, link [ and timet. 2. B (t) > 0,and
We assume credit valu&, andG > W. 3. ming e B (t) < W.

We assume that a session source is connected to the Wéhen link [ transmits a sessiohpacket of layerk, it joins
work through an access link. No other session traverses e queue for transmission in all links ir(i,[), except
access link. For example, lin is the access link of ses-those which already hav@' session packets of layef. If
sion1 and link e, is the access link of sessianin figure 3.  B(; ;) (t) = G, for some linkl' € «(i,1), the transmitted
We first describe the scheduling for access links. Whenevgacket is not added té; ;. ;1 (t), and the packet is lost for
the source of a sessiandesires to transmit a packet, the aclink !’ and receivers downstream bf
cess link checks whether at least one of the logical buffers atlf session; can not send any packet, the linlsamples the




next session. If none of the sessions can send a packet, the Dftentimes, a leaky bucket shaper is placed between a traf-
idles for some time, before starting the sampling once agaiit source and a network. The output of the leaky bucket is
However, if some session transmits a packet, after transmitell-behaved. Analytical results will be presented for “well
ting the packet, the link samples the sessions, starting frdyehaved” sources only. However we expect these results to
the session after the one last served. We explain the policyhinld in a more general scenario.

the following example. Theorem 1:Let all sources be well behaved. Let maxmin
ExamplelV.1: Consider the network shown in figure 4. It isfair rate of receiverj ber;. Then receiverj receives at most

a part of the network of figure 3. The initial logical bufferr;(v — ) + J; packets and at leas}(v — u) — d; packets in
contents are shown in figure 5. The quantitigs,, of the fig- any intervaljv,u), if G > G* andW > W*. The constants
ure denoteBy; ; .,). We assumdV = 3 andG = 6. Here ¢;,j =1,...,M,G*,W* depend only on the system parame-
k(1,e3) = {es,e5} andk(2,e3) = e5. Sessior2 was served ters, e.g., path lengths, transmission jitters etc., and not on the
last. So the link samples sessianfor packets. Note that length of the intervalv, u) or on the time instants, v.

B(171,83) > 0 andminlren(Leg) B(l,Ll’) = B(1,17e4) = 2 <

Theorem 1 implies that the long term average rates of the

W. So link ez transmits a sessiohlayer1 packet. The packet receivers are equal to the maxmin fair rates. Also, the number

is added to the queue for transmission in liak but not in
link e; becauseB(, .,y = 6 = G. This packet is lost for
link e5 and the downstream receives.* The modified buffer

of packets delivered to the receivers in any interval differs from
the maxmin fair rates by at most a constant, and the value of
this constant does not depend on the length of the interval.

This shows that the policy is fair in short intervals as well,
in some sense. The next theorem shows that packet loss is
concentrated in the highest layer served. We introduce another
notation. The quantityu)™ stands fomax(u, 0).

contents areB(; ; .,) = 1,and B, ; .,) = 3. The rest of the
buffer contents remain the same as before.

Next the link samples sessi@for packets. Sessiokcan
not transmit a layet packet becauseing ¢ (z,e;) B(2,1,11) =
B(2,1,¢5) = 3 = W. However, it can transmit a lay@rpacket ~ Theorem 2:Let all sources be well behaved. L6t> G~
becauseB(s 5 .,) > 0,and Bz 5., = 2 < W. So it trans- andW’ > W*. Consider any receiver with maxmin fair rate
mits a layer2 packet. This packet is added to the queur;. Let receiver;j belong to sessiofi. The number of layer
for transmission in linkes. The modified buffer contents arek packets lost in the path of receivgrin any interval[v, u)
B(22,¢;) = land Bz s ;) = 3. The rest of the buffer con- j5 ¢ most(min (Efuzl biw — T biyk))+ (v —u) + Ajg.

tents remain the same as before. \ A\ .
Next the link samples sessidrfor packets. Sessioh can Here,A; ;, is a finite constant which depends only on system
x ! b ! b ' ! parameters and not on the length of the intefval:), or time

not send any layet packet becauseiin ¢, (i,e,) B(1,1,r) = instantsw. v
, V.

3 = w. Ithan noi sgerEj ;/.nyséa{ﬁf "2?(:::;] blzga:(f:_ Let receiverj belong to session If the sum of the transmis-
M er(Les) D(L1E) = 9 = W P sion rates of the first layers of sessiohis less than or equal to
sion2 for packets. Sessiok can not send any laydr packet A s &

the maxmin fair rate of receiver(i.e.,) ", _; b < r;), then

becausenin; ¢ (2,e5) B2,1,1) = 3 = W. It can not send any S ?
layer2 packet becausein ¢ . s..,) B(z.1.1) = 3 = W. Sothe ideally receiverj should receive all layek packets sent by
the source. In this cas¢min (nyzl biw — rj,rj)) =0,

link idles for some time. It starts serving only when links

ande; serve some packets and redugg ;. ;) for i € {1,2}, and hence by Theorem 2, the number of lajepackets lost
k€ {1,2} andl € {e4,e5}. in the path of receivej in any intervalv, u), is at mostA .
Thus receiveyj observes a long term loss rate(®for layer

V. PERFORMANCEEVALUATION packets in this case. Also, the number of lagegpackets lost

We discuss the performance of this scheduling policy. W8 @ny interval is upper bounded by a constalf;, which
would present analytical and simulation results. The following©€s not depend on the size of the interval. If the maxmin fair
theorem indicates that this scheduling policy allocates maxnift€ is between the sum of the transmission rates of the first
fair rates to all receivers. Also, the packet loss is concefi-— 1 layers an(g t?e sum of the tralrgsm|55|0n rates of the first
trated in the highest layer served. We have omitted all proofslayers (i.e.>, = biw < 75 < >2,_; biw), then receiver
throughout, on account of space restrictions. Refer to techrishould receive packets of layérpartially. Theorem 2 says
cal report[16] for proofs and details. that in this case, the packet loss in any inteffwak:), is upper

Let session source transmif; layers in all. Bandwidth of bounded by(min (nyzl biw —Tj, bi,k)) (v—u)+ Aj.
the kth layer of theith session i9; ;.. Also, >)" | bix = pi, _ S b
wherep; is the maximum rate of source Sessioni source SO the long term loss rate igin | 1, &»=}———

. Thus
bi k ’
is “well-behaved” if it attempts to transmit at mos{x (v —  the residual bandwidth left after serving the fikst- 1 layer

u) + & packets and atleas (v — u) — & packets of the packets is used to serve thin layer.
kth layer in any intervalu, v). The parameterg; . are "rans- ~ as the theorems indicate, the above results are guaranteed
mission jitters.” Many sources are well-behaved in practicgny when the credit value and the buffer size exceed certain

*It may happen that the new packet is added to the queue but anotherl%thller bounds. These lower bounds depend on system parame-

packet in the queus(, , . is dropped. The bottomline is that one packeters. In practice, it may not be possible to compute these lower
is lost. The lost packet may either be the new one or an old one. bounds and decide the credit and buffer sizes accordingly. Sys-



tems have buffers of fixed size, and scheduling policies need to

function within the existing memory constraint. The proposed @
scheduling policy shows a gradual performance improvement
with increase in buffer and credit sizes.

We introduce the notation of theank of a receiver. Let
there beJ distinct maxmin fair receiver rates. If the maxmin
fair rate of receiverj is themth smallest among the distinct
maxmin fair rates, then the rank of receiveis m.

Theorem 3:There exists a sequence
of constants\¥,, W, ..., W, andG1, G, ...G; such that,
if W > W, andG > G,,, then all receivers of rank, and
above, receive service at a rate greater than or equal tathe 0 ‘ ‘ N ‘ ‘ ‘ '
smallest maxmin fair rate. All receivers of rank smaller than 0 %00 1000 15002000 250 3000 3500 4000

0.8 propagation delay B
deterministic ---------

bursty
unequal bandwidth layers --------

06 [

Maximum Relative Error

. . . . . . Tlme
m, receive service at their maxmin fair rates. Also, the entire
: . ) ()
packet loss is concentrated in the highest layer served, for all N ‘
receivers.
The analytical lower bounds on window and buffer sizes, 0s b propegation deay i
leWZv SR WJ7 (W* = WJ)! Gl; G2'v e Gy (G* : GJ) . etermg:ll?al; 777777777
are pessimistic bounds. Simulations indicate that, in practice, 06 unequal bandwidth lyers - 1

service rates converge to the maxmin fair rates, and packet loss
is concentrated in the highest layer for much smaller credit and
buffer sizes.
The scheduling policy we described so far assumes that a 02
link scheduler has complete information about queue lengths L o
at the destination node of the link. More precisely, the as- S0 1000 1500 2000 2500 3000 3500 4000
sumption is that at all timesthe scheduler for link knows Time
ming e, (i) B,z (t) for all layers; of all sessions travers- ©
ing link {. This is a reasonable assumption in networks with 1 ‘
hop by hop congestion feedback and negligible propagation
delay. Though many current day networks employs end to 08 propagation delay ——— 1
end congestion control only, many others use hop by hop back
pressure based congestion control. Infact, in the LAN context,
recent simulation results show that hop by hop back pressure
can be better than TCP for dealing with short-lived conges-
tion[17]. Though terrestrial networks have negligible prop-
agation delay, propagation delay is significant for some other
networks, e.g., those with satellite links. In these networks, the 0 ‘ ) ‘ :
feedback will typically be delayed, i.e., at tim¢he scheduler 0 10000 20000 30000 40000 50000 60000 70000
will have information about destination queue lengths at some Time
previous timet'. In this case, the policy remains the same, @
except that the scheduler takes decisions based on the infor- ! ‘
mation it has currently. The service rates of the receivers con-
verge to the maxmin fair rates as before, even in the presence
of propagation delays. Packet loss is concentrated in the high-
est layer served as before. Theorems 1 to 3 hold in this case as
well, as long as the propagation delays are bounded[16]. The
window and buffer thresholddy;* and Gs depend on link
propagation delays also. Refer to [16] for formal proof. The 02| .
intuitive reason is as follows. The available information can
differ from the actual queue lengths at the destination node by O e o o o o0 So00 0000
at most a constant which depends on the propagation delay and Time
link capacities. This constant will increase the constaxytss
buthe long term roughputs are independentof hege). 78 . Thee 195 Semoratats e conseres e P, ety
Our simulation studies further confirm thIS.Observatlonj We have plottedythe cF())n\}/)ergence errors gspa fu?\/ction of time for different.
Now we present the results of our experimental studies. We traffic models.
considered &5 sessiont00 node random network for experi-
mental evaluation. Nodes are points 02X 20 grid. There
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transmission jitterg; ;s have been chosen randomly, and are

w w w w w w w different for differenti, js. For example, the first layers of
14 A — 1 sessiorl have bandwidth and jitter of.21,2), (2.78,3) and
| T f— | (1.81,0) respectively, whereas the fir8tlayers of session
' Tk S~ have bandwidth and jitters d8.5, 2), (3.21,0) and(3.30,1)
1 fwe lyer7 - respectively. All these curves ignore propagation delays. Con-
) vergence is fast for all these cases. The average error con-
08 1 verges to0 much faster than the maximum error, indicating
that the attained rates of most of the receivers converge to the
08k 1 maxmin fair rates very fast, whereas convergence is relatively
0a b | slow for a few others. Convergence is fastest for the deter-
e s e oL mjnistic traffic model. The results for the deterministic traffic
02 1 model were obtained with credit value 6fand buffer size of
10 units only. We used credit and buffer sizes&fnd 16
°; 0 100 130 200 20 300 w0 auo TOF the other two traffic models with jitters. Thus, the attained
Time rates converge to the maxmin fair rates for small credit and

buffer sizes.
Fig. 8. The figure shows the fraction of packets of different layers delivered . .
gto one parﬂcular receiver in the rand(fm network. Y We also considered effect of propagation delays and subse-
quently delayed feedback. In our model, propagation delay of
alink is equal to the euclidean distance between the end points

exists an edge between any two nodes with a probabitly (of the link. The “propagation delay” curves in figures 7(a)

that depends on the euclidean distance between the nd)jeﬁtg fig”utresﬁ?(d) s;uldy ':L}e errors Ipr tgel“unelgual bgndwid;h
(p = exp(a(l — d))), wherea is the decay constant. We yer" traffic model with propagation delay. Figure 7(c) an

assumedy = 2. We adopted this edge probability model be_7(d) shows the errors for this case for a longer range of time.

cause distant nodes are less likely to have an edge betw used credit and bgﬁersmes 10 and200 respectively in
them. Source and receivers of every session have been %r%sence of propagation delays. As expected, long term rates
| converge to the maxmin fair rates, but the convergence is

lected randomly. There ar@6 receivers in all, i.e., averagestI

session size i6.4. The session route consists of shortest patﬁgo"\l’(e.r than whetr)l ?opaggtlonéaltela.\y IS |gnqred. D?Iay: dfeed-
between the source and the destinations. All sources trans increases butler and Credit size requirements. However,
20 layers. these requirements are still reasonable.

Figure 8 demonstrates the different loss rates suffered by

Figure 7 demonstrates the convergence of the service ralfigorent layers and exhibits that packet losses are confined to
attained by different receivers to the respective maxmin ffe highest layer served in the case we studied. It actually
rates for different traffic patterns. We studied the dlff.erenc,gnows the fraction of packets delivered to one particular re-
between the actual rate of packet delivery for any receiver agdiyer in the random network. This fraction for layeis the
its maxmin fair rate. The attained rate at timéor receiver |44 petween the number of packets of layelelivered to the
s is thg Fotal number'of packets de.I|ver.edstcun the mteryal receiver in0, ) and the product of the layer bandwidthand
[0,%) divided by the timet. If maxmin fair rate of a receiver (ime + The maxmin fair service rate of this receiveipack-
sisry", and the attained rate at timds r(t), then error for - o4q her unit time. The traffic model is the same as the “unequal
receivers is |1 — Eilﬁ attimet. Figures 7a) and 7c) plotthe pandwidth case” discussed before. We have ignored propaga-
maximum relative error, and figure$dj and 71d) plot the av- tion delays in this case. The source for this receiver transmits
erage relative error, the maximum and average are taken opeckets of the first layers at ratel(;s) 0.21, 2.78, 1.81, 3.01,
all receivers. We considered deterministic traffic patterns add4 and1 per unit time, respectively. The transmission jitters
traffic patterns with jitters. A traffic pattern is deterministiq¢;s) for these layers ar2, 3, 0, 3 0 and1 respectively. Ide-
at rated, if packets are generated once evéfyl seconds. A ally the receiver should receive all packets of the firtyers,
jittery (d, £) traffic pattern transmits traffic at a long term rate36% packets of laye and possibly no packet of any higher
of d per unit time with a jitter of¢. In this traffic model, at layer. Analytical results guarantee delivery of packets of layer
mostdt + £ and at leastlt — £ packets are generated in anyi at rateb;, if i € {1,...,5} and rate0.36b; if i = 6. As the
interval of lengtht. In the deterministic case (curve labeledigure shows, for the firss layers, the fraction of packets de-
“deterministic” in figures 7(a) and 7(b)), packets of all laydivered to the receiver converges tovery fast. In fact, it is
ers of all sources are generated periodically at taper unit greater tharl for some lower layers initially. This is because
time. For the traffic model with jitters (curve labeled “bursty'the source sends an initial burst of packets for every layer on
in figures 7(a) and 7(b)), every source transmits packets afcount of the transmission jitters. The network is able to de-
every layer as per a jitter¥(3) model. For unequal band- liver some of these bursts as well, for the lower layers. Hence
width layer case (curve labeled “unequal bandwidth layers” ithe ratio between the number of packets delivered @nds
figures 7(a) and 7(b)), sourdegenerates layej packets as initially greater thanl for the lower layers. The fraction of
per a jittery(b; ;, &;,;) model. The layer bandwidth;;s and packets of laye6 delivered to the receiver convergesi36




as well. Very few packets of other layers reach the receiver. ing for otherlinks, i.e., the access link will use prioritized
This shows that packet loss is confined to the highest layer round robin based on window flow control. The layer
served (laye6 in this case). Also note that the long term rates  priorities are also imposed on the access link schedul-
are always higher for a lower layer as compared to that for a ing similar to the priorities in other links. The assump-

higher layer. Window and buffer sizes a8eand 16 respec- tion that an access link is used by only one session has
tively for this simulation. been made for simplicity, and has no impact on the per-
formance.
VI. CONCLUSION The credit/buffer thresholds can be selected statically or
We discuss some salient features of this scheduling policy dynamically. Initially an adhoc choice can be made for
in this concluding section. these values, and if the system does not show conver-

If the maximum rates of sessions form a feasible rate allo- gence after some time the values can be increased. For
cation, then the maximum rates are maxmin fair. Thusthe our experiments, we made an adhoc choice for these val-
proposed scheduling policy attains the maximum rates, as ues. We selected sizes much lower than the computed
long as these rates are feasible. In other words, resource thresholds, and found that even the large size networks
limitation permitting, the proposed scheduling policy sat-  we consider in this paper converge to maxmin fair rates
isfies all users. for reasonably small buffer and credit sizes.

As we have mentioned before, the scheduling policy is The disadvantages of this policy are as follows. Link sched-
adaptive as it does not require any knowledge of the maulers need congestion information of the neighbors. Specif-
imum rates of the users, layer bandwidth, or the user tragally, it needs to know whether the number of packets of a
fic statistics. The results are independent of the hieraession at the destination node of the link is less than the credit
chical structure of signals and unequal bandwidth layevslue or not. Whenever, queue length of a session crosses the
are permitted. Also, a malicious session can not increaggeshold ofl¥/, a message indicating the same can be sent to
the throughput of its receivers, by choosing layer bandhe source node. This message can be piggy backed in infor-
width suitably. Maxmin fairness of receiver throughputsnation packets as well. Thus overhead is low. As we have
are guaranteed irrespective of the layer bandwidth. Thisentioned earlier, this hop by hop congestion feedback has
is useful because in real networks these parameters aegtain advantages over end to end congestion control only,

not generally known. and is used in LAN based networks[17]. Also, we have shown
The proposed scheduling policy is simple to implemenanalytically and experimentally that feedback delays do not
No intensive computation is involved anywhere. alter the throughput, as long as the delays are bounded. This

A link scheduler takes scheduling decisions whenever it imakes it suitable for implementation in networks where prop-
free to transmit a packet. It need not synchronize withgation delay is significant, e.g., networks with satellite links.
schedulers for other link. It is worthwhile to point out that even though this is a back

Note that this policy offers different quality of service topressure based policy, it does not suffer from any deadlock
different layers. Layered traffic is a special case of priosince the back pressure on a session is exerted by the accumu-
ity traffic, with the lowest layer traffic having the highestiation of the packets of the same session. Also, livelock can
priority, and the higher layers lower priority. It is possiblebe avoided by using first come first serve scheduling among
to generalize this scheduling policy to attain maxmin fairpackets of the same layer of the same session. The other disad-
ness with priorities, by considering different priority sesvantage is that this scheduling policy requires per flow states
sions instead of considering different layers. This woulth the routers. The complexity increase is not as drastic as
allow service differentiation within the framework of fair- it seems, though. Arguing in the lines of Grossglausser and
ness. Bolot[8], implementing a multicast/multilayer service requires

The scheduling policy does not assume any particular drper-flow state in the routers anyway. So, the incremental cost
policy. Physical buffers can follow any drop patternof maintaining some more information for each flow and using
When a packet arrives and finds the buffer full, it is nothis additional information in the scheduling policy is much
necessary that the new packet is dropped, but an dadaller than that in the unicast case. However, if these ad-
packet may also be dropped to make place for the naditional flow states become an issue, then this policy can be
packet. Dropping an old packet may be a better optiamsed in the VPNs and intranets, and state aggregation may be
for real time transmission, because packets arriving aftersorted to in the backbones. In a nutshell, this scheduling
a certain delay become useless. The routers may follgwlicy is suitable for use in large, dynamic, high speed net-
a drop tail (drop the new packet) or random drop (drop @works that have access to decentralized, delayed and partial
randomly chosen packet in the queue) or drop head (dragormation only. Finally, this scheduling policy assumes that
the oldest packet) policy. The allocated rates will conintermediate routers are able to make class based distinction
verge to the maxmin fair rates in all these cases. in multicast networks. Current day multicast capable routers

While describing the policy, we assumed that the acceagse not able to do so. However, this is likely to happen in near
links are dedicated to the individual sessions. In generdiliture, especially as multicast communication becomes more
access links can also be shared by several users. In thapular. Newly suggested internet policies like diffserv and
case, access link scheduling will be the same as schedutserv already propose class based distinction in unicast net-



works to guarantee requisite quality of services. It is likelys]
that these would be extended to multicast in future.

Summarizing, we have presented a scheduling policy whigfy)
attains maxmin fair rates in multirate multicast networks,
without computing the rates beforehand. The scheduling péjrj]
icy concentrates the packet loss in the highest layer served.
This improves the quality of service in view of the character-
istic of the hierarchical coding that reception of higher Iaye[fLS]
conveys useful information, only when all the lower layers
have been successfully decoded. As discussed, this schedul-
ing policy has several other attractive properties, which render
it suitable for use in large, dynamic, high speed networks that
have access to decentralized, delayed and partial information
only. It allows the network to enforce fair allocations, with-
out trusting the receivers to attain fairness. This scheme is
computationally simple, has low message overhead and hence
does not unduly overload the network. Also, we have assumed
multirate transmission. Class based distinction is more diffi-
cult for multirate transmission than for unirate transmission.
With a minor modification, this scheduling policy will work
for unirate networks. In fact an extension of the policy in [10]
will attain fairness in unirate multicast networks, as unirate
multicast networks are not significantly different from unicast
networks.
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